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Abstract 

In this paper, a routing protocol which util-
izes the characteristics of Bluetooth technology 
is proposed for Bluetooth-based mobile ad hoc 
networks. The routing tables are maintained in 
the master devices and the routing zone radius 
for each table is adjusted dynamically by using a 
fuzzy inference system.  Observing that there 
existing some useless routing packets which are 
helpless to build the routing path and increase 
the network loads in the existing ad hoc routing 
protocols, we selectively use multiple unicasts or 
one broadcast when the destination device is out 
of the routing zone radius coverage of the rout-
ing table.  Based on the proposed routing pro-
tocol, a source-initiated multicast protocol is 
developed to transmit packets to a group of 
nodes.  The simulation results show that the 
dynamic adjustment of the routing table size in 
each master device results in much less reply 
time of routing request, fewer request packets 
and useless packets compared with two repre-
sentative protocols, Zone Routing Protocol (ZRP) 
and Dynamic Source Routing (DSR), and is well 
suited for the multicast applications in a Blue-
tooth MANET. 

Keywords: fuzzy logic, bluetooth scatternet, 
multicast, reactive routing, proactive routing. 

1. Introduction 

Bluetooth is mainly pictured as a cheap 
technology enabling peer-to-peer communica-
tion between a central terminal and peripheral 
devices. The characteristics of low-power con-
sumption and high security make Bluetooth a 
good choice for a Mobile Ad Hoc Network 
(MANET) deployment. There exist some differ-
ences between Bluetooth-based mobile ad hoc 
networks and traditional ad hoc networks. Firstly, 
the connection range is smaller in a Bluetooth 
MANET due to the low power of a Bluetooth 
device. Secondly, the number of neighboring 
nodes for a device is limited since the piconet 

scenario in a Bluetooth-based ad hoc network 
consists of one master device and up to seven 
slave devices each. Thirdly, a large routing table 
is inappropriate in most Bluetooth devices due to 
their limited storage spaces. Fourthly, it is com-
mon that a moving Bluetooth device is out of 
connection with the joined piconet since com-
munication range is short in a Bluetooth 
MANET. 

Although many ad hoc routing protocols 
have been reviewed in [1], they are not well 
suited for Bluetooth scatternets, which consists 
of two or more piconets each. Among them, 
Dynamic Source Routing Protocol (DSR) is a 
reactive routing protocol based on source routing, 
and each packet will determine a routing path to 
the destination itself.  Zone Routing Protocol 
(ZRP) is a hybrid reactive/proactive routing pro-
tocol. On one hand, ZRP limits the scope of the 
proactive procedure to the node’s local 
neighbors only. On the other hand, the searching 
through the network is adopted when a device 
cannot find the destination within the scope of 
proactive routing.  Recently, Prabhu et al. [2] 
presented a routing protocol to achieve more 
gain in network life time, the issues of reducing 
routing request reply time and request packets 
and lower down useless packet path length are 
still not addressed.  

To address these challenges, we present a 
self-adaptive zone routing protocol (SAZRP) for 
bluetooth scatternets in this article.  The pro-
posed algorithm builds a limited routing table in 
every master device, while keeps the size of 
routing table adjustable based on the computa-
tion result of a fuzzy inference system.  We also 
present a multicast routing protocol based on the 
SAZRP.  Simulation results show that the 
SAZRP needs less routing request reply time, 
and generates fewer request packets and useless 
packets compared to other representative routing 
protocols used in ad hoc networks.  Moreover, 
the multicast routing protocol also performs well 
in a Bluetooth MANET.  The remainder of the 
paper is organized as follows. In section 2, we 
will show the details of SAZRP.  Section 3 
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presents the framework of proposed multicast 
routing protocol.  Section 4 reviews the simula-
tion results and comparisons. Conclusions are 
made in Section 5. 

2. Self-Adaptive Zone Routing  
Protocol (SAZRP) 

After observing the Bluetooth-based ad hoc 
networks, we find several characteristics which 
are different from traditional ad hoc networks. 

(1) The number of neighboring devices is lim-
ited and small.  For other ad hoc networks, 
the neighboring devices may be large. 
However, in Bluetooth-based ad hoc net-
works, a master device connects up to seven 
slave devices, and a slave also connects to 
limited master devices.  

(2) For a master device A in a Bluetooth 
MANET, if there are other master devices 
within the same network, there exists at 
least one master device whose distance to 
device A is no more than 2 hops. 

Based on the above observations, we draw 
some conclusions as follows. 

(1) If we build routing tables in all master de-
vices, we can cover all devices of ad hoc 
networks. It is not necessary to have routing 
tables in slave devices. 

(2) When the routing table in a master device 
covers devices within 2 hops, the master can 
use this routing table to find other nearby 
master devices. 

(3) The size of a routing table in the master is 
smaller than traditional ad hoc networks in 
general because there are at most 7 active 
slaves within a piconet.  This leaves more 
room for the routing table to lengthen the 
routing zone radius as needed by the change 
of network and node behavior. 

(4) If we can reduce the number of broadcasts, 
we can also diminish the number of nodes 
involved in unnecessary transmissions, 
which may interfere with the reply of estab-
lishing a connection. That is, we can reduce 
the time in finding a path to the destination 
which in turn alleviates the effects of topol-
ogy changes due to node mobility. 

Next we shall introduce the operations of 
the master device and the slave device of 
SAZRP in details. Then a fuzzy inference system 
is presented to adapt the routing zone radius of 
the routing table to a shift of the network oper-

ating conditions. 

2.1 Master device 

Figure 1 shows an example of Bluetooth 
network. There are three piconets in this exam-
ple and their masters are B, E and F, respectively. 
Table 1 (a) and (b) show the routing table of 
master B and the routing table of master F, re-
spectively. The routing table of master E can be 
built similarly. As shown in Table 1, the routing 
tables are built by link lists which comprise lists 
of ID-Type pairs. The first node of each ID-Type 
pair records those devices which is apart from 
the master for one hop. The second node of the 
ID-Type pair specifies those devices recorded in 
first node are masters or slaves. For example, 
node C is stored in the first node of second list in 
Table 1 (a). To its right, we identify node C as a 
slave node in the second node. Note that if node 
C is a master of another piconet, we identify it as 
a master node instead of as a slave node of mas-
ter B. Then in the third and the fourth nodes we 
record those devices whose distance to the mas-
ter is two hops and identify those devices as 
masters or slaves, respectively. Besides, if node 
C is connected to more than one master, we will 
use the fifth node and the sixth node for the sec-
ond master, the seventh and the eighth nodes for 
the third master, and so on.  

Source routing approach is used in SAZRP. 
The ROUTE REQUEST and ROUTE REPLY 
packets both have a type field and several rout-
ing fields which record the routing path from 
source to current node as shown in Figure 2 (a) 
and (b). When a master device receives a 
ROUTE REQUEST packet, it first checks if the 
destination is itself or a device in its routing ta-
ble. If the destination is itself, then it sends the 
ROUTE REPLY packet to the source. The desti-
nation device will reverse the routing path in 
routing fields of ROUTE REQUEST to switch 
the roles of the destination and the source before 
putting them into the routing fields of ROUTE 
REPLY. The destination will send the ROUTE 
REPLY to the neighboring device according to 
routing fields. 

If the destination is in its routing table, de-
vice will add its ID after the last routing field in 
ROUTE REQUEST, and then send the ROUTE 
REQUEST to the destination or a neighboring 
device of the destination. If the destination can 
not be found in the routing table, the master de-
vice will append its unique ID to the last routing 
field and send the ROUTE REQUEST to its 
neighboring devices via multiple unicasts or a 
broadcast depending on the number of 
neighboring devices. If the number of neighbor-
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ing devices, which are masters themselves or 
connected to master devices, is larger than a 
threshold, we still use broadcast to forward the 
ROUTE REQUEST.  On the contrary, we for-
ward the ROUTE REQUESTs by multiple uni-
casts when the number of neighboring devices is 
less than or equal a threshold to avoid useless 
ROUTE REQUESTs sent to many unnecessary 
nodes. However, only those neighboring devices 
satisfying either of the following two conditions 
will receive the ROUTE REQUEST, (a) this 
neighboring device plays the master role in an-
other piconet or (b) the neighboring device of 
the master has one connection to a remote mas-
ter which is not in the routing fields and the 
master has not sent or forwarded the same 
ROUTE REQUEST before.   

Each device except the source receiving the 
ROUTE REPLY in the network needs to look for 
routing fields and then send the ROUTE REPLY 
to the next specific device in ROUTE RECORD. 
The routing operation is complete when the 
source device, which is located at the last posi-
tion in ROUTE RECORD of ROUTE REPLY, 
receives the ROUTE REPLY. 

2.2 Slave device  

The slave devices do not build the routing 
table, so what they do is to broadcast the 
ROUTE REQUEST. When a slave device re-
ceived a ROUTE REQUEST, it will check if the 
destination is itself. If it is, the slave device will 
send the ROUTE REPLY to the source device. If 
the destination is its neighboring device, the 
slave device will add its unique ID after the last 
routing field of ROUTE REQUEST, and send 
the ROUTE REQUEST to the destination via 
unicast. If the destination is not itself or its 
neighbor, the slave device will put its unique ID 
after the last routing field of ROUTE REQUEST, 
and then unicast the ROUTE REQUEST to all 
its neighboring devices one by one. The slave 
device which receives a ROUTE REPLY also 
needs to pass it to the next specific device in 
ROUTE RECORD. 

2.3 A fuzzy routing zone radius estimation 

scheme 

The fuzzy logic has been used to solve sev-
eral routing protocols and handover problems 
efficiently in wireless networks in the literature 
[3].  There are lots of solutions on VLSI chips 
which allow fuzzy inferences to be hard-
ware-computed, and high-speed low cost fuzzy 
chips have been introduced recently, the imple-
mentation of fuzzy logic by hardware thus be-
comes feasible nowadays [4].  In our scheme, a 

fuzzy logic approach is attempted to offer the 
self-tuning capability in the routing zone radius 
estimation mechanism.  The basic functions of 
the components employed in the proposed fuzzy 
routing zone radius estimator are described as 
follows. 

(1) Fuzzifier: The fuzzifier performs the fuzzi-
fication function that converts three types of 
input data from the fuzzy routing zone ra-
dius scheme into suitable linguistic values 
which are needed in the inference engine. 

(2) Fuzzy rule base: The fuzzy rule base is 
composed of a set of linguistic control rules 
and the attendant control goals. 

(3) Inference Engine: The inference engine 
simulates human decision-making based on 
the fuzzy control rules and the related input 
linguistic parameters.  The max-min infer-
ence method is used to associate the outputs 
of the inferential rules [5], as described later 
in this subsection.  

(4) Defuzzifier: The defuzzifier acquires the 
aggregated linguistic values from the in-
ferred fuzzy control action and generates a 
non-fuzzy control output, which represents 
the estimated routing zone radius adapted to 
the new network and node conditions.  The 
Tsukamoto defuzzification method is em-
ployed to compute weighted average of the 
aggregated output of the inferential rules 
due to its simplicity in computation [5]. 

Notably, the input to the fuzzifier v repre-
sents node velocity, which is a measure of net-
work reconfiguration rate. The input n denotes 
the node density, which is the number of 
neighboring nodes of the master, and the input r 
stands for the route query rate observed by the 
master node. 

The input and output fuzzy sets are corre-
lated to establish the inferential rules of the 
fuzzy routing zone radius estimator which are 
correspondent with the observation made by 
Pearlman et al. in [6].  By way of illustration, 
rule 1 can be interpreted as: 

IF network reconfiguration rate is “low”, AND 
the node density is “low”, AND the route 
query rate is “low”,  

THEN the weighting factor of the routing zone 
radius for the routing table is “low”. 

The non-fuzzy output of the defuzzifier is 
expressed as the weighted average of each rule’s 
output after the Tsukamoto defuzzification 
method is applied: 
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where Rz,i denotes the output of each rule in-
duced by the firing strength wi.  Notably, wi 
represents the degree to which the antecedent 
part of each fuzzy rule constructed by the con-
nective “AND” as shown in the above example 
is satisfied. 

Compared with traditional ad hoc routing 
protocol, we can find that SAZRP has three ad-
vantages. 

(1) Less number of broadcasting: In most ad 
hoc routing protocol, devices will broadcast 
route requests if they do not know the loca-
tions of destinations. Broadcast messages 
will keep delivering until they reach the 
destinations. On the other hand, a master 
device in SAZRP will use multiple unicasts 
or a broadcast if the destination is out of 
routing zone radius and use the selected 
unicast otherwise. It can greatly reduce 
network load since the total number of 
broadcasted is reduced. For instance, we 
assume current routing zone radius of de-
vice B is 2 hops and device A is the source 
and device E is the destination in Figure 1. 
In SAZRP, slave A will unicast a ROUTE 
REQUEST to master B. After receiving the 
ROUTE REQUEST, master B will check to 
see if E is in its routing table. Because the 
distance between B and E is 2 hops, the po-
sition of E will be recorded in the routing 
table of device B. Therefore, device B will 
unicast ROUTE REQUEST to C, and C will 
forward it to the destination E.  On the 
other hand, in most reactive ad hoc routing 
protocol, such as DSR, the device B does 
not know the path to destination E. Thus 
device B will broadcast the ROUTE RE-
QUEST, and both devices C and D receive it. 
Unfortunately, device D doesn’t know the 
position of destination E, it also broadcasts 
the ROUTE REQUEST. Finally, The 
ROUTE REQUEST will be passed to device 
F, G, which adds more traffic in the network 
and is clearly useless. 

(2) Lower storage spaces: In most proactive 
routing protocols, each device has to build a 
routing table. It will be a huge cost for all 
devices in mobile ad hoc networks. The 
ZRP is better than traditional proactive rout-
ing protocols in storage spaces needed. The 
ZRP controls the routing table size via the 
routing zone radius. However, each device 

vice still needs to build a routing table in the 
ZRP. In the SAZRP, only master devices 
need to build routing tables, and each master 
connects up to 7 slaves.  This allows the 
master devices to length the routing zone 
radius for the routing table if necessary. 

(3) Shorter time for the reply of a route request: 
In an ad hoc mobile network, the longer a 
source receive a ROUTE REPLY, the more 
likely the path is changed when it actually 
transmits. The SAZRP has shorter reply 
time since the ZRP broadcast more ROUTE 
REQUEST packets and might interfere with 
the ROUTE REPLY and delay the time that 
the ROUTE REPLY arrives at the source. 

3. On-demand multicast routing 
protocol 

3.1 Multicast tree Creation 

For each multicast session in a Bluetooth 
MANET, a multicast route entry is identified by 
the multicast session id, a <source, group> pair.  
A multicast source initiates a multicast tree crea-
tion by sending a MULTICAST REQUEST to 
the master of its zone if it is a slave node.  
Similar to the approach taken for the ROUTE 
REQUEST as described in Section 2, the master 
node will forward MULTICAST REQUEST 
packets to rest of its neighboring nodes and the 
masters in other piconets until some group 
member is reached.   

Each device except the source receiving a 
MULTICAST REQUEST needs to send a MUL-
TICAST REPLY to next upstream node of the 
multicast tree.  In order to simplify the structure 
of the multicast route entry, each intermediate 
node only records the multicast session id, the 
upstream node and the downstream node(s) in 
the MULTICAST REPLY packet.  If the down-
stream nodes of an intermediate node form a tree, 
the intermediate node lists next downstream 
nodes in all the corresponding tree branches.  
This mechanism effectively prevents the up-
stream node of a root for tree branches from 
sending the duplicate multicast packets to the 
downstream nodes within a tree. 

3.2 Multicast tree maintenance 

To keep up-to-date information at each 
group member in the presence of node mobility, 
the device which lost connection with the up-
stream node or the downstream node in a multi-
cast tree will notify its upstream node and down-
stream node.  The upstream node then sends a 
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MULTICAST UPDATE REQUEST packet to its 
new downstream node to find a new route be-
tween them and update the corresponding mul-
ticast route entries.  The source and the inter-
mediate nodes will inform their downstream 
nodes to remove the corresponding multicast 
route entries when the source finishes sending all 
the data for the multicast session. 

4. Simulation results 

We randomly generate 50 to 150 Bluetooth 
devices in a 5625 square meters area. The posi-
tions of devices are also produced randomly. The 
connection range of Bluetooth devices is 10 m. A 
master device can connect up to 7 slave devices, 
and a slave device can join up to 10 piconets. 
ACL link are established. After the network is 
constructed, we choose two devices from the 
network randomly to be the source device and 
the destination device. The source device needs 
to send the ROUTE REQUEST to destination 
and receive the ROUTE REPLY from destina-
tion in order to build a routing path.  For com-
parison, we run a series of simulations for the 
ZRP, the DSR, the SAZRP, and the SAZRP with 
a fixed routing zone radius (FZRP). The routing 
radius is set to two hops for the ZRP and FZRP 
schemes. The simulation is repeated for 500 
times and the average is computed as the final 
result. 

Figure 3 gives the comparison of the rout-
ing request reply time for the four schemes un-
der different node population. The reply time 
represents the time interval between the source 
sending a ROUTE REQUEST and receiving a 
ROUTE REPLY.  It is obvious that the reply 
time in the SAZRP scheme is much less than the 
other three. We believe that this is mainly be-
cause the DSR and the ZRP both broadcast 
ROUTE REQUEST when devices do not know 
the positions of destinations.  When the net-
work is congested, the packets are delayed.  
Although the SAZRP and FZRP also broadcast 
when the destination is not within its zone radius 
coverage, the capability of self-adaptation on the 
routing zone radius results in much fewer 
broadcasts spread in the SAZRP scheme.  

Figure 4 shows the comparison of total 
ROUTE REQUESTs each node receives.  
Every time a device receives a ROUTE RE-
QUEST, the value of total received ROUTE 
REQUEST will be increased by 1. It can be seen 
that the SAZRP receive fewer ROUTE RE-
QUEST packets, especially when the node 
population is large. This is because the SAZRP 
selectively use multiple unicasts or one broad-
cast depending on the situation of neighboring 

devices when the destination is out of the routing 
zone radius of the master. This figure further 
explains why the SAZRP has shortest reply time 
since the nodes in the network receive fewer 
messages and can reply ROUTE REPLY to the 
source faster than other protocols do. 

When a source device receives a ROUTE 
REPLY from the destination device, the routing 
path is found. However, it might happen that 
there are still some ROUTE REQUESTs sent in 
network at this time. Those ROUTE REQUEST 
packets do not have any help to build the routing 
path. The reason they are still alive is that some 
devices do not know the routing path is found, 
so they still forward the ROUTE REQUESTs to 
neighboring devices. 

In figure 5 we show the packet delivery ra-
tio versus the maximum node speed which is 
varied from 0 m/sec to 30 m/sec.  The packet 
delivery ratio refers to the ratio of the number of 
data packets actually delivered to the multicast 
group members versus the total number of data 
packets that were supposed to be delivered.  As 
expected, the packet delivery ratio is high when 
the nodes have low mobility and goes down 
when the speed of the nodes increases.  The 
performance degradation is due to frequent tree 
link failures. 

Figure 6 illustrates how the control over-
head is affected when the multicast group size is 
varied.  The control overhead is calculated as 
the ratio of the control packets sent versus all the 
packets sent.  As the control overhead is 
slightly improved when group size increases, we 
can conclude believe that our multicast protocol 
is very suitable for the multicast applications in a 
Bluetooth MANET. 

5. Conclusion 

We take use of some characteristics of 
Bluetooth technology to design an efficient pro-
tocol called the SAZRP for Bluetooth-based 
mobile ad hoc networks in this work.  In 
SAZRP, we build routing table in master devices 
to reduce the space cost. In order to reduce the 
flooding of broadcast, the SAZRP uses the uni-
cast in master devices to replace the broadcast. 
SAZRP also checks if the neighboring device 
needs to receive the ROUTE REQUEST packet. 
A fuzzy inference system is used to decide the 
routing zone radius for the routing table based 
on three parameters observed by the masters. 
Simulation results show that the SAZRP has less 
reply time of routing request, smaller broadcast 
to unicasts ratio, fewer request packets, and 
lower useless packet ratio, compared to the DSR, 
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ZRP, and our scheme without the fuzzy infer-
ence system.  Notably, the vector of Routing 
Vector Method (RVM) [7] can be incorporated 
into our scheme to replace the Bluetooth 48-bits 
address in order to further reduce overheads in 
networks since The RVM can reduce the size of 
ROUTE REQUEST and ROUTE REPLY pack-
ets.  We also propose a multicast routing 
mechanism based on the SAZRP.  The experi-
mental results reveal that our multicast protocol 
is suitable for the Bluetooth MANET environ-
ment. In the future work, we will include a 
framework for congestion control in our multi-
cast routing protocol and compare its perform-
ance with other representative protocols such as 
On-Demand Multicast Routing Protocol 
(ODMRP). 
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Figure 1. An example of Bluetooth MANET. 

- 6 - 

http://www.amazon.com/exec/obidos/search-handle-url/index=books&field-author=Buckley%2C James J./104-3496068-4013520
http://www.amazon.com/exec/obidos/search-handle-url/index=books&field-author=Eslami%2C Esfandiar/104-3496068-4013520


Type Hop 1 device
ID (source)

Hop 2 device
ID ……

Hop n device
ID

(a) Format of ROUTE REQUEST

Type Hop 1 device
ID

Hop 2 device
ID ……

Hop n device
ID (source)

(b) Format of ROUTE REPLY  

Figure 2. Formats of ROUTE REQUEST and ROUTE REPLY packets. 
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Figure 3. Total reply time of routing request under different node population. 
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Figure 4. Total request packets comparison. 
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Figure 5. Packet delivery ratio as a function of node speed 
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Figure 6. Control overhead as a function of group size. 

 

Table 1. The routing table of master is built by link lists. 

(a) Routing table of master B in Figure 1 (b) Routing table of master F in Figure 1 
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