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摘要 

語言是人類溝通思想、傳遞訊息及表達意

願的最基本與最主要的工具，而語言的學習主

要仰賴於聽覺系統與發音系統的協調與訓

練，對於有聽覺障礙的人們而言，缺少了聽覺

的輸入，則其語言能力的發展與訓練幾乎變成

不可能。 

聽障電腦輔助語言教學系統是一套用來

幫助聽障者學習講話的訓練系統，在本論文

中，我們提出一套中文語音情緒辨識系統，在

系統中，我們所抽取出的特徵參數包含 16 個

LPC 係數及 20 個梅爾刻度式倒頻譜係數，另

外，我們採用兩種統計分類方法來做五種不同

情緒的分類，使用最短距離法時，正確辨識率

為 79.1%，改採最近群中心法時，正確辨識率

可達到 89.1%，藉由此系統的加入，聽障者不

僅可以學習到說話說的正確，更可以說話說的

「自然」，如同平常人一樣！  

關鍵詞：情緒辨識、聽障電腦輔助語言教學系

統、梅爾刻度式倒頻譜係數 

Abstract 

Language is the most basic and main tool for the 
human to communicate thoughts, convey mes-
sages and express aspiration. Language learning 
mainly relies on the coordination and training of 
the auditory system and articulatory system. For 
the hearing-normal person, this kind of learning 
process is very natural. But for the hear-
ing-impaired person, it becomes almost impossi-
ble without the auditory input. 

Computer-assisted speech training of hear-
ing impaired is a training system to help the 
hearing-impaired person to speak. In this paper, 
we propose a Mandarin speech emotion recogni-

tion system. In this system, the features we ex-
tracted include 16 LPC coefficients and 20 
MFCC (Mel Frequency Cepstrum Coefficients). 
We adopt two common statistical pattern classi-
fication methods, the minimum-distance method 
and the nearest class mean method, to classify 
the speech into one of the five basic emotions. In 
the minimum-distance method, the correct rec-
ognition rate is 79.1%. In the nearest class mean 
method, the correct recognition rate reaches 
89.1%. By applying this system, it can assist the 
hearing-impaired people to learn not only to 
speak correctly but also to speak “naturally”, just 
like the hearing-normal people. 

Keywords：Emotion recognition, MFCC, Com-
puter-assisted Speech Training of Hearing 
Impaired 

一、Introduction 

The feedback and use of the voice is a very 
natural thing for the hearing-normal people. Or-
dinary people receive every kind of stimulus and 
messages via voice, including human voice, mu-
sic and natural sounds. Through making some 
special sounds, from simple applause to a com-
plex expression of the language, human can ex-
press feelings and convey thoughts. So, it is no 
doubt that the voice is one of the most important 
tools of communication. Someday, if we loss this 
ability, how silence of the surroundings will be? 

Hearing-impaired is a generic term includ-
ing both deaf and hard of hearing which refers to 
persons with any type or degree of hearing loss 
that causes difficulty working in a traditional 
way. It can affect the whole range or only part of 
the auditory spectrum, which for speech percep-
tion, the important region is between 250 and 
4,000Hz. The term deaf is used to describe peo-
ple with profound hearing loss such that they 
cannot benefit from amplification, while hard of 
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hearing is used for those with mild to severe 
hearing loss but who can benefit from amplifica-
tion. 

The survey showed that about 0.08 per-
centages of children in Taiwan are hearing im-
paired [1]. These hearing-impaired children are 
not profoundly deaf and remain some level of 
hearing. Using these residual hearing and other 
perception, the hearing-impaired children com-
municate with other people in different way. 
Because the difficulties of language learning 
environment and perceptual ability, hear-
ing-impaired children have many handicaps to 
learning language. 

In Taiwan, there are only one speech thera-
pist among twenty-three hearing impaired people. 
A hearing impaired person must wait at least 2 to 
3 months for one hour treatment at a time. After 
2 to 3 months, the previous training result has 
been forgotten. So in this paper, we present a 
Mandarin speech based emotion recognition 
system which can apply in the computer-assisted 
speech training system for hearing impaired 
people that they can use at home to learn to pro-
nounce not only correctly but also naturally. The 
goal is to assist them to learn more speaking 
skills to communicate effectively in the society. 

二、Background 

Speech is the most basic and main communica-
tion tool in human-to-human interaction. It in-
cludes the linguistics information, speaker’s tone 
and emotion. Emotion can make its meaning 
more complex and the listeners can response 
differently according to what kind of emotion 
the speaker transmit. In this section, we will de-
scribe some background and review several 
emotion recognition systems. 

(一) Communication Methods 

In real life, we can often see that hear-
ing-impaired people converse with others in dif-
ferent ways. These substitute methods of con-
versation open a new window for hear-
ing-impaired people. People with hearing im-
pairment can communicate using numerous 
methods of communication, such as: 

 Sign language 
 Finger spelling 
 Lip reading 
 Written communication 
 Oral communication 

In fact, sign language has low popularity 
among general people. Lip-reading is just a ref-
erence because it has some limitations in Man-

darin vowels. Writing is not a convenient way. 
So in many language training, to teach the hear-
ing-impaired person to speak is the ultimate 
goal. 

(二) Speech-Training Methods 

There are five main speech-training methods of 
teaching hearing-impaired person to speak, in-
cluding: 

 Visible speech method: This method directly 
uses the different distribution of voices to 
transform the speech to spectral representa-
tion changed along the time. Lessons are 
trained for a long time (220 hours, 800 words) 
to distinguish different distribution on the 
spectrogram. 

 Oral methods: Learning to pronounce pho-
nemes is the first step and then combines the 
phonemes to words. The emphasis of this 
method is not only on correct pronunciation 
but also speaking training control. This 
method is analogue to common speech train-
ing method. 

 Acoustic method: People learn the tips of 
language learning by using their tactile and 
visual stimulus to percept, analyze and inter-
pret the pronunciation meaning of sound’s 
vibrations and visual cues. 

 Concentric method: Learning the next pro-
nunciation skill only when you have prac-
ticed previous one very well. 

 Tactile/visual/auditory method: Teaching the 
hearing impaired person to speak by using 
the tactile, visual and auditory cues. So this 
method is a multi-sensory method. 

(三) Emotions 

What are emotions? Emotions can be considered 
as communications (messages) to oneself and 
others [7]. They consist of behaviors (e.g., hid-
ing), physiologic changes (e.g., tachycardia) and 
subjective experience (e.g., “I’m scared”) as 
evoked by thoughts or external events, particu-
larly events that one perceives as important. 

Traditionally, emotions are classified into 
two main categories: primary (basic) and secon-
dary (derived) emotions [3, 9]. Primary or basic 
emotions, including fear, anger, joy, sadness and 
disgust, are generally those, which are experi-
enced by all social mammals and have particular 
manifestations associated with them. Secondary 
or derived emotions, such as pride, gratitude, 
sorrow, tenderness, irony and surprise, are varia-
tions or combinations of primary ones, and may 
be unique to humans. 

(四) Mandarin Sounds 
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There are 21 initials, 16 finals and 5 tones in 
Mandarin. These produce about 1340 Mandarin 
sounds. The initial is a consonant that begins the 
syllable. A final in Mandarin is a vowel, which 
may be a simple vowel, or a compound vowel, 
or a vowel plus a nasal consonant. Some sylla-
bles may be without an initial, but no syllable 
can do without a final. Tone is the variation of 
pitch within a syllable. Tones are really the most 
difficult aspect of Chinese at the outset. Chinese 
uses tones to distinguish words. There are five 
tones in Mandarin, including four inflected 
(high-tone, rising tone, falling tone and abrupt 
glottal stop) and one neutral one (mid-tone). 
Each word and phrase must be spoken at the 
right pitch or the meaning is changed and proba-
bly will be misunderstood. 

(五) Emotion Recognition Review 

The use of acoustic prosodic cues in order to 
classify angry vs. neutral speaking style is de-
scribed in [5]. Twenty speakers were asked to 
produce 50 neutral and 50 angry utterances and 
multi-layer perceptrons were trained with these 
data. Results reach around 90% of accuracy in 
the simplified tasks of distinguishing emotional 
from non-emotional utterances. 

Valery A. Petrushin  [8] performed an ex-
perimental study on vocal emotions and the de-
velopment of a computer agent for emotion rec-
ognition. The study dealt with a corpus of 700 
short utterances expressing five emotions: hap-
piness, anger, sadness, fear and normal (unemo-
tional) state, which were portrayed by thirty 
subjects. Some statistics of the pitch, the first 
and second formants, energy and the speaking 
rate were selected and several types of recogniz-
ers were created and compared. The best results 
were obtained using the ensembles of neural 
network recognizers. The total recognition accu-
racy is about 70%. This study also develops a 
real-time emotion recognizer using neural net-
works for call center applications. He achieved 
approximately 77% classification accuracy in 
two emotion states, agitation and calm for 8 fea-
tures chosen by a feature selection method. 

In [4] the elicited speech data came from 
different passages selected because they were 
effective at evoking specific emotion – fear, an-
ger, happiness, sadness and neutrality. Fourty 
volunteers were recorded. A battery of 32 poten-
tially relevant features, derived from contours 
tracing the movement of intensity and pitch, 
were extracted. Two different classifiers were 
tried and results showed that, for this particular 
case, discriminant analysis outperformed the 
neural networks. Using 90% of the data for 

training, and testing with the remaining 10%, a 
classification rate of 55% was achieved. 

Noam Amir [2] uses a corpus that has been 
studied extensively, property of Universidad 
Politécnica of Madrid – Departamento of In-
genieria Electrónica – Group of Technology of 
Habla, and verifies it through subjective listen-
ing tests. Best results are obtained using distance 
measures based classifiers; recognition rates are 
70% for neutral, 76% for happy, 83% for sad and 
61% for angry utterances. The overall recogni-
tion is approximately 70%. 

三、Mandarin Emotion Recognition in 
Speech 

Many researchers integrated several different 
techniques in emotion recognition in speech to 
improve performance of emotional speech rec-
ognizer. According to the results of emotion 
recognition research that has been done today, 
the aspect of features that is most suitable for 
emotion recognition in speech is still in research 
stage. A possible approach is to apply various 
different and known feature extraction methods 
to investigate the way to extract non-textual in-
formation to identify emotional state of the ut-
terance. 

In our proposed method, the extracted fea-
ture is composed of the LPC coefficients and the 
MFCC coefficients as they convey information 
of short time portions that describe the power of 
speech signal and are used successfully in many 
automatic speech recognition (ASR) systems. 
The LPC coefficients can be calculated by either 
autocorrelation method or covariance method [6] 
and the order of linear prediction used is 16. The 
MFCC is a widely used form of cepstrum in 
automatic speech recognition system as they 
convey information of short time energy migra-
tion in frequency domain. We expect that these 
information can help to determine the emotional 
content of the Mandarin speech. The procedure 
to obtain MFCC features is shown in Fig. 1. Af-
ter frame blocking, high-pass filtering and win-
dowing, the next step is the Fast Fourier Trans-
form, which converts each frame of 256 samples 
from the time domain into the frequency domain. 
Then, a set of 20 Mel scaled filter banks which 
has frequency span between 200 Hz to 4k Hz is 
applied to the FFT power spectrum. In the final 
step, we convert the log mel spectrum back to 
time domain to obtain the MFCC coefficients. 

In addition to these, two statistical pattern 
recognition techniques, the nearest class mean 
classification and the minimum distance classi-
fication, were used to classify speech samples to 
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Figure 1: Block Diagram of MFCCs Extraction 
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Figure 2: Block Diagram of the Proposed System 

 

one of the 5 emotion classes: anger, boredom, 
happiness, sadness and neutral, according to 
their emotional content. 

The nearest class mean classification is a 
simple classification method that assigns an un-
known sample to a class according to the dis-
tance between the sample and each class’s mean. 
The class mean, or centroid, is calculated as fol-
lows: 

∑
=

=
in

j
jii n

m
1

,
1 x (1) 

where xi,j is the jth sample from class i. An un-
known sample with feature vector x is classified 
as class i if it is closer to the mean vector of 
class i than to any other class’s mean vector. The 
distance is a Mahalanobis distance calculated as 
follows: 

( ) ( ) 5,...,11 =−−= − kd kkk mxCmx  (2) 

x: the unknown sample 
mk: the mean of the kth class 
Ck: the covariance matrix of class k 

Rather than calculate the distance between the 
unknown sample and the mean of every classes, 
the minimum-distance classification estimates 
the Euclidean distance between the unknown 
sample and each training sample. 

四、Experimental Results 

The proposed emotion recognition system was 
shown in Fig. 2 and was implemented using 
“MATLAB” software run under a desktop PC 
platform. The speech corpus recorded includes 
five basic emotions such as anger, boredom, 
happiness, sadness and neutral from two Tai-
wanese, one male and one female. Short sen-
tences were recorded and transformed to “wave” 
audio format of 8-bit PCM and sampling fre-
quency of 8k Hz. To provide reference data for 
automatic classification experiments, the ob-
tained speech data were independently tagged by 
two other human listeners. Only those data that 
had complete agreement between the taggers 
were chosen for the experiments reported in this 
paper. After the database preparation, we ob-
tained 647 utterances with 97 angry, 117 bored, 
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sadness are classified using two common statis-
tical pattern classification methods, the mini-
mum distance method and the nearest class mean 
method. The correct recognition rate for the 
minimum distance method is 79.1%. The correct 
recognition rate for the nearest class mean 
method reaches 89.1%. 

In the future, there are several research di-
rections, including: 

 Improve emotion recognition rate: as dis-
cussed previously, a possible approach to ex-
tract non-textual information to identify 
emotional state in speech is to apply various 
different and known feature extraction 
methods. So we maybe integrate other fea-
tures into our system to improve emotion 
recognition rate. 

 Investigate confidence scoring: just like in 
many singing training system, we can see the 
singing score on the screen after we have 
song. We can also apply the score on the 
computer-assisted speech training system for 
the hearing-impaired person to tell the trainee 
how well he speaks. 
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