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Abstract—In this paper, "ubiquitous streaming” is defined as and replacement policy become important issues for theovide
a scenario that streaming client is allowed to change the video streaming service over the 3-tier network architecture.
Z‘[E)eg[nitngssgésion f(i) frosm5 é tnetv"\‘;cl’_%\lto Bdnetwork(,__)e.fg., fr?ﬁ\m Up to now, there are a variety of methods accessing to the

0 3.5G or from 3. 0 , and even (i) from . - . .

device to B device, e.g., from a desktop to a smartphone, Onlnternet, like ADSL’ WiFi, 3G, B'SG' WIMAX, e'F(?._Each kmd_
the run time, i.e., the streaming session keeps continuity when Of the connection possesses different capabilities toveteli
the attached network and the device of streaming client are video data. On the other aspect, various devices adopted by
changed. In the 3-tier Server-Proxy-Client network architectue,  client, e.g., desktop, notebook, TV, PDA, smartphone, are
the proxy can provide cached and relayed capabilities to reduce o marging to fit the requirements of diverse situations. Ia th

the workload of server and distribute streaming traffic. In order defi "ubiquit t - 0 that
to satisfy with the characteristics of heterogeneous network paper, we define “ubiquitous sireaming” as a scenario tha

and diversity of devices, the proxy should provide different Streaming clientis allowed to change the streaming seggion
qualities of media streaming using scalable video coding. To from A network to B network, e.g., from ADSL to 3.5G or
achieve adaptive network and device for ubiquitious streaming, from 3.5G to WLAN, and even (ii) from A device to B device,
proxy cache admission and replacement policies are designedg o from a desktop to a smartphone, on the run time, i.e., th
with advances of scalable video coding for the 3-tier Server- . . L
Proxy-Client network architecture in this paper. The proposed streaming Session keeps continuity when the attached nietwo
layered cache admission and replacement policies can managednd the device are changed. The heterogeneous network and
the proxy cache in consideration of the quality-of-service and device become a challenge to provide ubiquitous strearfing.
the video popularity. In our experiments, we exhibit merits order to resolve challenges of ubiquitous streaming, btmla
and performance results of the proposed cache admission and,;qeq coding is an appropriate solution for the charadiesis
replacement mechanism. . o

of heterogeneous network and device. However, the traditio

Index Terms—Proxy, scalable video coding, cache admission proxy cache management is not suitable for streaming ldyere
and replacement policies. video data. Thus, how to manage the proxy cache efficiently
and execute the replacement policy properly for layeredwid
data in ubiquitous streaming are our major concerns in this
paper.

In recent years, video streaming is an attractive apptioati In this paper, we investigate layered proxy cache admission
service and rising rapidly over the current Internet, ermyie- and replacement policies for ubiquitous streaming usirgg th
on-demand. The traditional video streaming utilizes ae2-ti3-tier Server-Proxy-Client network architecture. Thegwsed
Server-Client network architecture to develop correspand policies can manage the cache space in the proxy. There are
application services. But the 2-tier Server-Client systam two important issues to be addressed in this paper.
chitecture is not suitable and unreliable to deal with rpléti (1) Cache allocation issue: By the scalable video coding
requests from a great number of clients. Thus, the 3-tig#[5], each video clip can be compressed into one base-
network architecture, Server-Proxy-Client, was proposed layer bitstream (BL) and several enhancement-layer (ELS).
reduce the workload of server and distribute network traffilore ELs can improve visual quality, including larger sphti
Each client is able to select a nearby proxy to decrease ti@solution, smoother motion and better SNR quality [3][6].
transmission time. In addition to video streaming seryiceSince BL and ELs possess different QoS functions, the tradi-
the technique of proxy was also widely used in the wefional cache allocation scheme should be improved for dgali
application [1][2]. The major difference between the welwith layered video data.
application and video streaming service is with respect to(2) Cache admission and replacement issue: Since the
proxy cache management, i.e., admission and replacemeapacity of the cache space in the proxy is limited, another
Generally speaking, the video streaming service needs mbssic and important issues are to decide whether a segment
storage space occupied in the proxy. Related cache admissibould be cached or not and to design replacement policies to

replace previous cached data with new ones.
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Research & Development Center and China Motor Corporatiad, latel 3-tier uquUItOUS video streaming system architecturetise
Microelectronics Asia Ltd., Taiwan Branch. IV presents the proposed cache admission and replacement

I. INTRODUCTION




policy for layered videos in the proxy. Section V exhibits () Movie Request Request _[suix Video Requgs
experiment results. Finally we summarize and conclude this {S“'“‘“‘"l (ToServer)
|

paper in Section VI. | i
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replacement policies for ubiquitous streaming using legter |

video in the 3-tier Server-Proxy-Client network architeet '
Some researches related with these topics are investigated '
follows. :‘ Cache Storage ’

When the user moves tO a new netWOI’k enV|r0nment and Multimedia Streaming Media Transfer Multimedia Streaming
changes to a newly attached proxy, which is called proxy (rromsever) Pracesor (T Clloat) v
handoff?, the new proxy needs to provide video data for users T

A A Forward Multimedia Streaming

as soon as possible to make video playback more smooth Buffer Forward

(To Proxy)

and reduce the user’'s waiting time. Thus, how to select the
layered video source from the original proxy or the servesg. 1. Messages and data flows that are in proxy components.
(called buffer forwarding) is the significant issue. In thaper,

we adopt our colleague’s previous work to address related

challenges of proxy handoff and buffer forwarding (see IdEtacaching algorithms (Full/Partial/No caching with or witho

in [7]). In [7], an Application-layer Proxy Handoff (APH) caching patch bytes), and analyzed the minimum backbone

was proposed to deal with the multimedia session .SW'tCh'rk]J%ndwidth consumption [8]. Their proposed Batch-Patching
from one proxy to another. APH employs application-layer

) . scheme manages the request between the proxy and the server.
anycast to select one of the candidate proxies as the next pr :
o . . It the proxy possesses prefix-cached data at the end of the
based on (1) the network condition between the mobile client, ~." . : . .
: atching interval, the proxy will deliver prefix-cache data
and each candidate proxy and (2) the load balance amqng . .
candidate proxies. The vital issues of switching to a newyro the client, and suffix data requested from the server are
P : 9 Yr0¢, warded to the client at the end of the batching interval.

that the proposed APH generalizes are (1) how to select {e] the contrary, if the proxy contains no prefix cache data,

next proxy and (2) how to recover the session on the e proxy will forward the request to the server and deliver

proxy. Unlike the past works, the authors distill the swig video data at the end of the batching interval. The advartfge

Egﬁzzjzsbﬁ]ﬂ%eﬁ endent of L2 and/or L3 handoff and SOIV’(%?S scheme can effectively reduce the connection bantwidt

Besides, some researches studied proxy handoff for Wn%eded between server and proxy. But the system performance

applications over the mobile network environment [9][1]. | epends on the batching interval time selection.

[9], Kim et al. proposed a handoff message protocol to

enable handoff among the distributed proxy server system. IIl. SYSTEM ARCHITECTURE

When a MN (mobile node) moves to another proxy service Main components of the proposed 3-tier network archi-

area, handoff needs to be executed. The processing of préegture for ubiquitous streaming using layered video idelu

handoff is divided into three steps, which are (1) the proxyroxy, proxy agent and client. Among which, the major

handoff initiation, (2) distilled data synchronizationtiween functionality of the proxy is responsible for the layer-bds

two proxies, and (3) the handoff processing between theyprozache management, and this management consists of the cache

and the web server. MN issues a handoff request messagadmission and replacement policies. Besides, the proxgtage

the current proxy server, and then the proxy server setseip thkes the critical position in the proposed system. It is a

file list which are not yet received by the MN. After that, théridge between the proxy and clients to offer proxy system

current proxy server may request the past proxy to transfaformation and cached data to clients. The client can refer

them instead of sending HTTP requests to the origin servirese information from the proxy agent to select an appatgri

Finally, the original server is requested to transmit thfiles proxy to request and stream preferred video data. Fig. 1 and

which have not been received by the past proxy. Fig. 2 show messages and data flows of the main system
In order to manage the connection between the sensmponents that are described as follows.

and the proxy, some researches investigated the problem of

efficientl_y streaming video ass.ets to_ end .cllients over a diﬁj Messages and data flows of proxy components

tributed infrastructure [10][11], including original sers and ) )

proxy caches. Chitra et al. introduced the server scheglulin /N our proposed system architecture, the SIP protocol is

algorithms (Batching/Patching/Batch-Patching) and trexp 2adopted (i) between proxy and proxy agent, (ii) between yrox
agent and clients, and (iii) between clients and proxy. For
TIn a mobile environment, the user may change his location to hesev incoming messages, the proxy parsers and recognizes SIP
arbitrarily and hope to take the streaming service contielyoduring his messages. If the proxy’s received request is a movie request
whole journey, e.g., taking train from Paris to Berlin. Thirs addition to th ill check whether th ts of thi ted
Layer 2 base station handoff and Layer 3 IP handoff, the pedgy needs to € Proxy V_Vl check whether the segments o IS requeste
be changed to have better performance movie are in the cache storage or not. If requested segments




Client register ( To Proxy Agent) IV. THE PROPOSEDCACHE ADMISSION AND
State Monit: Register >
REPLACEMENT POLICIES FORLAYERED STREAMING

VIDEOS
Pro’:’g/e::dox‘v Establish Connect ( To Proxy/Proxy Agent ) N
Connector With the advances of scalable video coding, video resalutio
PT and quality can be scaled to users’ distinct quality request
rox . . g . . .
Selection Available Proxy list ( From Proxy Agent) However, the traditional proxy design is not suitable for
Tonnee managing layered video data. Thus we propose a correspond-

ing proxy cache allocation, cache admission and replacemen
policies and suffix-video request scheduling for ubiqustou

Prox§ Data Bandwidth Get Bandwidth with each proxy N . . .
Eatimator Request reply streaming using layered videos.
N " ) A
Playback ! Decoder Streaming (From Proxy A. DynamIC proxy Cache a”OC&tIOﬂ

Considering heterogeneous networks and devices, layered
video coding is adopted for the adaptive video streaming.
Since the traditional proxy cache mechanism is not suitable
for cache layered video data, a dynamic proxy cache allmati
_ o is proposed in this Section to store these layered video data
are in the cache storage, then it will transfer those se@nephsed on the users’ requesting behaviors. Essentiallys use
to the client. If there are no requested segments in the caq.ﬁgy request different qualities movies, and all of them also
storage, then the proxy will send a request to the server dgnt seldom request the same movie at the same time.
get the corresponding multimedia data. If the proxy's ré®&i  Generally speaking, the larger base-layer storage cgpacit
request is for buffer forwarding, then the proxy transféTs t o5 provide more distinct videos for users’ requests, and
corresponding segments to the new proxy. _ _ the larger enhancement-layer storage capacity can provide

For incoming video data, when the proxy receives vidgQore enhancement layers of each video to improve the video
data from the original server or other proxies, it will exeeu qaiity. In addition, the user’s requesting behavior isthap
layer-based cache management to handle those video daf@active factor considered for the dynamic division of the
Among which, the p_roposgd cache admission is to determiﬁpoxy,s storage. In many situations, the users’ requesting
whether those received video data should be cached or nthaviors are diverse with each other. According to the'siser
When those received video data are determined to be CaCF@&hesting behavior, the proposed dynamic cache divisiten r

and the cache storage capacity is not enough, then the cachg fiexibly adjust proxy cache storage for distinct layered
replacement will be performed to release more cache cgpaciisi.

Fig. 2. Messages and data flows that are in client components

In the proposed dynamic proxy cache allocation, the base-
B. Messages and data flows of proxy agent components |ayer space occupies N% of total capacity and the enhance-
) i _ layer space occupies (100-N)% of total capacity. Thus, the
The proxy agent Is proposed to provide the service fQfatermination of N that trades off the BL and ELs capacity is
the client's registration management and server mfortnnatlthe first major concern in our work. By default, the initial

management. Besides, the proxy agent can provide the Jisj e of N is 50. According to the users’ requested types
of available proxy candidates. For incoming messageséif t¢ \igeo layers and the users' requested number of on-

received request is 'SIP REGISTER/UPDATE', then recordingemang videos, parameter N will be changed continuously.
related information in the proxy agent database. If theivede The ysers’ requested types of video layers may be a base-laye

request is 'Proxy List Request’, then fetching thg avaéabkequestREQBL or 'base and enhancement-layer’ request
proxy list from the proxy agent database. The available YIOREQ 5.+ pr. When the frequency aREQ s, is larger than

list is extracted from the proxy agent database by the dienf,o frequency oREQpr. 5. , it means that the proxy needs

request. more capacity for storing base layer data to satisfy hetero-
geneous requests. For example, when more clients request
C. Messages and data flows of client components distinct videos, more base-layer capacity should be asdigm

, ) . store more different videos. On the contrary, if the frequyen

The client Wl!l register to th'e proxy agen't and get thgs REQpr. g1, is more thanREQ ., it indicates that there

available proxy list before establishing connections a#ititg  are more clients requesting high quality video data. THuss, t
video data. The proxy selection algorithm will be execute}glroxy needs more capacity to store enhancement-layer data.

to determine a suitable proxy from the received proxy listpe corresponding calculations for N are as follows:
Then the client sends a request to the proxy, and get video

data to decode and playback them. If the client changes R—RE

. . = +RE 1
the attached network, then the ’'State Monitor’ will record Qsr Qpr+sL @)
playback information and it will register/connect to themne
network environment. V =VeL + VBLyEL 2)



N is increasingg —M8M8M8

Nis decreasing: — - — - — - -

Fig. 3. The cache storage judgment to avoid the ping-pongteffe

N =05 [(REQpL/R) + (VeL/V)], (3)

where the number of videos of all requests is denotetzs

and the number of videos of enhancement layer requests is

VBL+EL-

Algorithm 1 The proposed CACHE ADMISSION algorithm

PROCEDURE CACHEADMISSION()
STORED+«+ FALSE
if (the incoming data belongs to a single layehen
if (the segment belongs to base laydhen
if (request number- threshold) then
SEGMENT STORED(Base)
end if
else
SEGMENT STORED(Enhancement)
end if
else
if (the request number of base layer segmentshreshold)
then
while (STORED# TRUE) do
if (base layer segment sizefree space of the base layer
cache storage)hen
if (the enhancement layer segment sizdree space
of the enhancement layer cache storagleg¢n
add those segments into the cache storage
STORED+ TRUE
else
CacheReplacement( Enhancement )
end if
else
if (enhancement layer segment sizefree space of
the enhancement layer cache storaglegn
CacheReplacement( Base )
else
CacheReplacement( Enhancement )
end if
end if

Referring to Fig. 3, in order to avoid 'Ping-Pong Effect’ sn? while
end |

in the dynamic division of the cache storage, we utilize the '
state diagram to determine whether the value of N neeri':erlOI i
to be changed or not. The initial state is SO, and state Sla

and state S1b mean that the N’'s value is increasing once

and twice respectively; state S2a and S2b mean that the Kignts need more higher quality of this video. In our pragubs
value is decreasing once and twice respectively. When agorithm, three conditions are all considered: base lapéy,
decreases three times continuously or N increases thres tifdase layer and enhancement layer, and enhancement layer
continuously, the state diagram will be proceeded to thd firRnly. Each incoming video stream will be put into the presfet

state, on which N can be adjusted to change the division @che storage at first, and the segment will be deliveredeto th
the proxy’s cache storage. client directly or to be cached in the proxy after the decisio

of the cache admission. The cache admission algorithm will
o o verify incoming segments from the server: if the segment
B. The cache admission and replacement policies belongs to a single layer,e.g. a base layer or an enhancement
Under the condition of limited proxy cache capacity, théayer, it will be compared with the request frequency of this
cache admission and replacement policies are to decigBgment using the threshold of the request frequency, and
whether a segment should be cached or not based on thedeside whether it should be cached or not. This threshold
quested frequency of this segment. How to efficiently manage defined as the least request frequency. When the storage
the storage space is the major concern. space of the proxy is not enough after calculating the residu
The proposed algorithms are described in Algorithms 1 asdched space, the proxy will make the decision of executing
2. There are three kinds of combination for the incomintgplacement policies.
segments: base layer only, base layer and enhancement layeihen the cache storage capacity is not enough, it needs
and enhancement layer only. In the beginning of Algorithm 19 find the victim of out-of-date video segments based on the
each incoming video stream is analyzed to identify whictdkinsegment access rate and video access rate. In our proposed
of segments it belongs to. Generally speaking, clientsiests dynamic proxy cache allocation, the cache storage space is
only have two options: base layer only, base and enhancemeintded into two partitions, which are the base layer piartit
layer. But in some situations, for the same video, the firahd the enhancement layer partition. The selected victim of
client may request the base-layer video, and then the felloeegment will belong to the same layer partition as the next
up clients may request enhancement-layer data. Nevestheléncoming segment that is decided to cached. If the next
the proxy may cache only base-layer video first, and thémcoming segment decided to be cached belongs to base
send enhancement-layer requests to the server when othger, the victim is chosen from the base layer partition;




otherwise, the victim is chosen from the enhancement laygigorithm 3 The CACHE-REPLACEMENT algorithm
partition. The replacement policies is depicted in Aldumit REM%VEH FALSE
3. The proposed algorithm is based on the frequency-basect <~ .
re IacenF:enR[ mecha%ism However, the chosenq se rr{ent for (LAYERFLAG is Base) then
P . ! 9 SegmentRemovePriority[id}- CalculatePriority()

replacement may be one of the popular movie segments. For jle (REMOVE = FLASE) do

this reason, we use the score function to calculate theitytior for all (SegmentRemovePriority[id])do
for which the segment with the least value of the priorityl wil if (LOCKED(id) = FALSE) then
be the victim to replace. The request frequency of segment is Remove this base layered segment
denoted asf,, and the time interval of the cached segment if (Enhancement segment of Segmentid] exitpn
) ) 81 - 3 . . g ! Remove this enhancement layered segment
which is from the time instant of caching into the proxy to end if
the time instant of removing from the proxy, is denoted’as REMOVE = TRUE
The access rate of segment is end if
end for
end while
Rs= fs/Ts 4) else

SegmentRemovePriority[id}- CalculatePriority()
while (REMOVE = FLASE) do
for all (SegmentRemovePriority[id])do
if (Enhancement segment of Segment[id] exigten

The request frequency of video is considered as the mean
of request frequency before each segment:

Ro(i) = () iZiRs(i))/(i—1),i # 1 (5) if (LOCKED(id) = FALSE) then
Remove those segments
The replacement priority is REMOVE = TRUE
end if
P(i) = W % Rs(i) + (1 — W) % Ru(i) ®) end i
end for

According to the calculated replacement priority of each  end while
cached segment, the proxy can determine which cached segend if
ments will be replaced with the newly coming segments.

Algorithm 2 The SEGMENT STORED DECISION algorithm our proposed dynamic proxy cache allocation allocates much

PROCEDURE SEGMENTSTORED(LAYERFLAG) BL capacity, e.g. 80 percentage , and thus the hit ratio (0.8)
STORED <« FALSE B - is larger than that of fixed proxy cache allocation (0.5).He t
while (STORED# TRUE) do second scenario, our proposed dynamic proxy cache albwcati

if (segment size< free space of the base layer cache storaggjiocated much EL capacity, e.g. 70 percentage , and thus the

then ; : ; . :
add this segment into the cache storage hit ratio _(0.7) is larger than_that of fixed proxy cache allnm_a
STORED— TRUE (0.5). It is noting that one important factor that may affbitt
else ratio is the total number of videos (T). With the larger of et
CacheReplacement( LAYERLAG ) hit ratio of the fixed and proposed algorithms both decrease
end if and the minor difference may be obtained.
end while

In addition to the aforementioned theorical analysis, the
results of real implementation are also shown in Fig. 4 and
Fig. 5. In Fig. 4, it is assumed that the ratio of a user reguest
V. EXPERIMENTS for BL and (BL+ELS) is 1:3, that is, more high-quality videos
are requested, and thus more EL capacity should be allocated
cache allocation in consideration of the distinct userlsawior “the result show thaF the_ EL_ hit ratio of the proposgd dynamic
Broxy cache allocation is higher than that of the fixed proxy

of accessing on—.de.mand_ videos. As me,nt|oned n Sec“s{(')rage cache allocation. Besides, in Fig. 5, the morendisti
IV-(A), if more distinct videos that users’ request are ac-,

. videos are requested, and thus more EL capacity should be
cessed, more BL(Base Layer) capacity should be allocate .

: . L allocated. The result shows that when the number of videos
else if more high-quality videos are requested by USEISEMOL reases, the BL hit ratio of the fixed and proposed algarith
EL(Enhancement Layer) capacity should be allocated. The ' brop 9

trade off allocation ratidV is defined in Eq.(3). In our analysis, gltlhb((jaftzrret?;er; tbhu;ttg;e f:?(: dh';”rgggtizfntg? g:ict)ﬁr?]sed method is

it is assumed that the total buffer capacity is 100 GB. B 9 '

segment of each video is 10 MB, and EL segment of each

segment is 100 MB. The hit ratifi ; is the evaluation index VI. CONCLUSION

and means a probability that user searches his preferret vid In this paper, we proposed the layered cache admission and

or needed ELs successfully. replacement policies to manage the proxy cache for ubiqui-
Table | shows the relationship of distinct allocation algatous streaming. With the advance of scalable video coding,

rithms w.r.t. hit ratio. We consider the following scenariof three major contributions are proposed dynamic proxy cache

user preferences: (1) more on-demand video that userssteqadlocation, cache management. In consideration of thetgual

(2) high quality video that user request. In the first scenariof-service and the video popularity, the proposed proxyheac

In this Section, we show the merit of the proposed pro



TABLE |
THE HIT RATIO COMPARISONS FOR FIXED AND PROPOSED PROXY CACHELAOCATION.

Fixed proxy cache allocation Proposed proxy cache allocath
N =0.5 N =0.3 N =05 N =0.8
BL EL BL EL BL EL BL FEL
Allocated capacity | 500 500 300 700 500 500 800 200
#videos in cache 50 50 30 70 50 50 80 20
Hit Ratio T=100 0.5 0.5 0.3 0.7 0.5 0.5 08 0.2
Hit Ratio T=200 0.4 0.4 0.15 0.35 0.4 0.4 04 0.1
Hit Ratio T=400 | 0.125 0.125 0.075 0.175 0.125 0.125 0.2 0}05

0.8
0.7—-
0.6—-
05-

0.4

Hit ratio

0.3
0.24
0.14

0.0

—a— EL-Hit Ratio (Dynamic)
—e— EL-Hit Ratio (Fix)

T T
0 100

T T T T T
200 300 400

Number of requests

Fig. 4. The Hit ratio comparsion for fix N and dynamic N

Hit ratio

0.0

—&— BL-Hit Ratio with 30 videos (Dynamic)
—— BL-Hit Ratio with 30 videos (Fix)
—A— BL-Hit Ratio with 50 videos (Dynamic)
—w— BL-Hit Ratio with 50 videos (Fix)

T T T T
100 200 300 400
Number of requests

Fig. 5. The BL Hit ratio comparsion for different number of vide

increase the hit ratio effectively, so that the user can fiad o
his preferred videos or needed video ELs in the proxy cache
easily. Thus, corresponding streaming techniques arébfeas
solutions for delivering and managing layered video data in
the 3-tier Server-Proxy-Client network environment.
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allocation is able to allocate proper BL and EL capacitiesl a

the proposed cache management is able to decide whether the
segment should be cached or not. In our analysis, the prdpose
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