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Abstract-Real world databases are dynamic, new 
data are stored into database over time. The most 
naïve solution of mining sequential patterns over 
an incremental database is to rerun the database 
from scratch, which didn’t take the advantage of 
previous work. The other way is that merge the 
new sequential patterns set with previous 
discovered sequential patterns. However, 
Algorithms that pruned off infrequent sequences 
are essentially not suitable for merging due to the 
information loss. In this paper, we proposed a 
novel algorithm IMSP that transform original 
sequence database into a frequency data model. In 
the model constructing process, no candidates 
were generated and with only one database scan. 
The advantages of IMSP are proven by example.  
 
Keywords: Data mining, Sequential patterns, 
Candidates, Closed sequential patterns, Lattice 
structure.  
 
 
1. Introduction  

Most real world records are time related, such 
as super market transaction records, scientific 
records, environment monitoring records and 
e-Learning data.  

The major problem of previous works which 
base on apriori-like approaches is generating too 
many candidate sequences and multiple scan of 
database during the mining process, which urges 
larger working space, consequence is more 
unlikely to fit all data into main memory.  
 
1.1 related works 

In order to minimize both the working space and 
searching space it is necessary to introduce closed 
sequential patterns to our algorithm. Closed 

itemset and maximal itemset, sequence, concept 
had been introduced in [2][3][4][5][6].  In GSP, 
the candidates were generate-and-test repeatedly 
until no more new frequent sequences are 
discovered. 

To alleviate the drawback of generating huge 
amount of candidates in the mining process, many 
researchers had proposed their counter approach; 
Garofalakis had proposed SPIRIT[7], a 
Apriori-like algorithm, that generate less 
candidates via constrains. Han had proposed 
Prefixspan[8] and Freespan[9] algorithms based on 
projected databases to improve efficiency. These 
two algorithms applied a divide-and-conquer 
approach that generate many smaller projected 
databases of the original sequence database, only 
mining the frequent sequences that confined in 
each projected databases by discovering 
participated frequent patterns. None the less, these 
are all apriori-like algorithms still inherit the 
drawback of candidate gen-and-test.  

Many researches of incremental mining of 
sequential patterns were developed in recent years. 
An incremental method SPADE[14] of mining 
sequential patterns was proposed by Zaki. In this 
paper, equivalent class was introduced to construct 
sequence lattice in incremental manner. Newly 
read sequence data from sequence database are 
updated into the lattice. Other research has 
presented diverse methods solving the incremental 
sequence database problem in [23][24]. Many 
proposed methods on incremental sequence mining 
have to tackle the problems of dealing with the 
newly append sequences to the original sequential 
database to form into previous constructed 
frequent sequential patterns, and to adjust the 
sequential patterns with change of minimum 
support, which is usually change after, or during, 
the mining process.  In the practice fields, 
e-commerce and eLearning applications, facing an 
incremental sequence database is inevitable. How 



to save mining time with less memory is essential 
to evaluate sequential patterns algorithm. In this 
aspect, not to rebuild previous construct sequential 
patterns is almost an essential part to solve this 
problem. 
 
1.2 Contributions 

In our previous studies [4][5], that mining 
sequential patterns without candidates, and  scan 
sequence database only once. To our best 
knowledge, this is the optimal condition of scan 
times. Note that, the FP-tree needs to scan 
database twice. 

The main contributions of this paper are: 
constructing closed sequence data model without 
generating candidates, require less memory space 
and no need to rerun mining algorithm from 
scratch. 

 
The rest of this paper is organized as follows. In 

section 2, we define the basic definitions and 
properties of sequential patterns. In section 3, we 
analyzed incremental sequence database. In 
section 4, we describe the adjustable minimum 
support. The algorithm of IMSP and its example 
are given in section 5 and 6, respectively. Section 
7 gives conclusion and future work. 
 
2. Preliminary  

Lemma- Decrement Monotonic: 
According to the downward closure property, if 

a sequence is frequent then all its subsequences are 
also frequent. The size of frequent sequence |LK+1| 
is no large than |LK|. In apriori-like algorithm, the 
size of each length of sequences is decrement 
monotonic. All apriori-like mining algorithms are 
compliant to this lemma.  

Let the size of searching space, |ss|, is the 
summary of all frequent sequences.  

| | | | 

Here, k is the length of longest frequent 
sequences in frequent sequences set. 

Most previous work of apriori-like algorithm 
didn’t discuss about working space, ws, that is the 
minimum space requirement of memory to run the 
mining algorithm.  It is defined as the sum of 
maximum candidate space and frequent sequences 
space. 

 
 | | | |  

 
Usually the size of candidate set is much larger 

than frequent sequences set, which makes the 

candidate became the most crucial part when 
evaluating efficiency. 

The problem can be described as follows: 
Assume I={i1, i2 , …, in} be a set of all items (or 
events). An itemset is a non-empty set of finite 
items. A sequence is an ordered list of itemsets. A 
sequence s is denoted as s=〈i1,…,i|s|〉, where ii is 
an itemset, that is , ii  I for 1≤i≤k. si is also 
defined as an element of sequence, and denoted as 
(x1 x2…xl), where xj I for 1≤j≤l. In fact, the 
brackets are usually omitted if |ii|=1. An item can 
appear at most once in an element of a sequence, 
but can appear more than one time in different 
elements of a sequence. The length of a sequence 
is defined as the number of instances of items in a 
sequence. A sequence with length l is called an 
l-sequence. A sequence x =〈x1,x2,…,xn〉is called a 
subsequence of y=〈y1,y2,…,ym〉 and y a super 
sequence of x, denoted as x y, y contains x, if 
there exist integers 1≤j1＜j2＜…＜jn≤m such that 
x y , x y , … , x y , . A sequence 
database D is a set of tuples denoted as 〈SID, s〉, 
where SID is a sequence identification number and 
s is a sequence. Given a k-items sequence s, its 
support is supp(s) which is defined as the number 
of transactions in D that including s.  

Cardinality of sequence s denotes the number of 
distinct SID values in the id-list of sequence 
database for a sequence s. A sequence X is closed 
sequence if there exist no super-sequence that 
contain X in the equivalent class [6].  

Given a sequence database (SDB), a minimum 
support (minsup), and an appended sequence 
database (ASDB). Let SDBk+1 be an updated 
sequence database that SDBk+1 =SDBk+ASDBk. 
When original sequence database has changed, the 
algorithm must make full use of the previously 
discovered information to adapt with the change. 
This frequent sequences set (FSS) is transform 
from original sequence database without distortion, 
FSSk=f(SDBk). When new sequence, ASDB, has 
been appended to original sequence database the 
data model also change dependently. FSSk+1 = 
f(SDBk)+ f(ASDBk). 

 
Definition 1 Closed Sequential Patterns (CSP) 

are frequent sequence has no Supersequence in 
same equivalent class (EC). 

 
{ }''| ssthatsuchECsandECssCSP p∈¬∃∈=

 
Definition 2 Frequent Closed Sequential 

Patterns are closed sequential patterns that satisfy 
the threshold of minimum support.  



 
3. Incremental Sequence Database 

In incremental sequence database the absolute 
support of some sequences will increase also. 
Hence, the frequent sequence set (FSS) will be 
altered. We can regard frequent sequence set as a 
function, mining algorithm, of SDB and 
predefined fixed minimum support (minsupp).  

 
        FSSk=f(SDBk, minsuppk)          

               
So, when sequence database SDB has been 

changed from SDBk to SDBk+1 the frequent 
sequence set changed accordingly. Let ASDBk be a 
sequence database to be added to original sequence 
database. The most up-to-date sequence database 
SDBk+1 is derived from SDBk and ASDBk.  

 
SDBk+1 = SDBk + ASDBk 

 
To discover frequent sequence set from the most 

up-to-date sequence database, the most intuition 
way is to run the mining algorithm on it from 
scratch. 

  
FSSk+1=f(SDBk+1, minisuppk+1) 

 
But this approach is very time consuming, 

didn’t take the advantage of previous discovered 
frequent sequence set, FSSk=f(SDBk, minisuppk). 
Normally, the size of ASDB is much smaller than 
SDB. 
 

|SDB| > |ASDB|                 
 

It is very inefficient to rerun the mining 
algorithm on original sequence database from 
scratch.  
3.1 Linear Algorithm 

For a linear algorithm, the updated frequent 
sequence set can be obtain from  pervious 
discovered frequent sequence set and apply mining 
algorithm on appended sequence database 
separately.  

 
FSSk+1=f(SDBk+ASDB) 

 
For a linear mining algorithm the frequent 

sequence set can be obtained with merging of 
f(SDBk) and f(ASDBk). 

 
FSSk+1=merge(f(SDBk),f(ASDBk)) 

 
Hence, the advantage of previously work is 

taken. The only overhead is the effort of merging 

two frequent sequence sets. Merge is to deal with 
the mutual part of two frequent sequence sets. 
  
3.2 Nonlinear Algorithm 

A nonlinear mining algorithm can’t process 
original sequence database and incremented 
sequence database separately via merging. The 
most up-to-date frequent sequence set is not equals 
to previous minded frequent sequence set merge 
with updated frequent sequence set. 
 

FSSk+1 merge(f(SDBk),f(ASDBk))           
        

That is  
 

FSSk+1 merge(FSSk+f(ASDBk)) 
 

The transfer function is the algorithm of finding 
frequent sequences from sequence database SDB, 
such as apriori-like algorithms, FP-Tree, FMMSP 
and etc.  

 
4. Adjustable Minimum Support 

The minimum support measure plays a major 
role in sequential patterns mining algorithm. 
Lacking the knowledge of the sequences and their 
frequency, knowledge worker defined minimum 
support measures are often inappropriate. 
Especially when applying an algorithm that must 
predefine the minimum support in advance.  

Most previous work has focus on single 
minimum support threshold. Few had discussed 
about multilevel minimum support threshold.  

 
FSSk=f(minsuppk, SDBk)            

 
FSSk+1=f(minsuppk+1, SDBk) , where minsuppk+1

≠minsuppk. 
In this paper we propose a new algorithm, IMSP, 

to alleviate this problem via mining frequent 
sequences in a form of maximal sequential pattern, 
rather than mining the full set of frequent 
sequences. The reason why we mine maximal 
sequential patterns is that they are compact 
representations of frequent sequential patterns.  
 
5. IMSP and Merge Algorithm 

IMSP provides a categorized, in frequency, data 
model represent original sequence database 
without distortion. With a approach of incremental 
strategy, sequences of D are read one by one, 
transformed and load into the data model, Frequent 
Sequences Set (FSS).  Sequence S read from 
database is compared to the existed sequences in 
the FSS. Comparison is in descending order in 



each array, but in ascending order from F1 to 
higher frequent sequence array. The relationship 

between S and SFSS are , 

,  or S and SFSS 
are partially mutual to each other. That is mutual 

sequence  and . 
The new sequence S is processed according to the 
type of relationship. The first case is simple; we 
just append the new sequence S to the array of F1. 
In case 2 and 3, the mutual part is upgraded to 
higher frequent array. In case 4, S is upgraded to 
higher frequent array. Each frequent array contains 
maximal sequences only. For example, sequence 
〈ABC〉 and 〈C〉 will not coexist in the same 
array because 〈ABC〉 is the maximal sequence of 
〈C〉.  
 
//Input: sequence database, SDB 
//Output: FSS  
Initial 2-dimension array FSS={ F1, F2, …} 
Function Upgrade(S){ 

move S from allocated array to higher frequent 
array } 
For each sequence in SDB{ 

Read sequence S from sequence database D 
For n= 1 to Top{  

Case S  :{ 
append S to Fn ; 
break; 
} 

Case  S  Fn.sequence  :{ 
Upgrade(S); 
mark S; 
} 

Case  S  Fn.sequence:{ 
Upgrade(Fn.sequence); 
Mark Fn.sequence 
} 

Case  S  Fn.sequence=Smutual :{ 
Upgrade(Smutual); 
S= Smutual; 
} 

} 
} 
 

Fig. 1  IMSP algorithm 
 
Input: 2 frequent Sequence Sets FSS1 and FSS2 
Output: Merged Frequent Sequent Set 
If  |FSS1|>|FSS2|  

For each frequent array FSS.Fn{ 

Append sequences S from FSS2.Fn to 
FSS1.Fn 
IMSP(S)} 

Return FSS1 as most up-to-date frequent Sequence 
Set 
If  |FSS1|<|FSS2|  

For each frequent array FSS.Fn{ 
Append sequences S from FSS1.Fn to 
FSS2.Fn 

        IMSP(S)} 
Return FSS1 as most up-to-date frequent Sequence 
Set 
 

Fig.2 MergeFSS algorithm 
 
6. Example and Performance Analysis 

In figure 2 is a simple sequence database, SDB. 
SID represents Student Identifier. The itemset 
I={A,B,C,D,E}. The incremental sequence 
database is represented by ASDB which contains 
sequences of items.                                 
 
Let SDB has kept 5 tuples of sequences depicted in 
Fig 3. 

 
SID Sequence 
1 〈ACD〉 
2 〈ABCE〉

3 〈BCE〉 
(SDB)

 
SID Sequence 
4 〈BE〉 
5 〈ABCDE〉

(ASDB) 
Fig.3 original sequence database SDB and new 

appended sequence database ASDB  
 

The first sequence 〈ACD〉 from database SDB 
is reside at Frequent-1 set (F1) depict in Figure.4. 
For all  sequence from SDB are compared with 
sequences in F1. Since there is no other sequence 
in F1 the comparison process stops after allocate 
〈ACD〉to F1. 

F1 F2 F3 … Fn 
〈ACD〉     
     

 
Fig. 4  FSS(SDB) containing 〈ACD〉 

 
Next sequence 〈ABCE〉 is compared with all 
sequences in F1. The mutual sequence of 〈ACD〉 
and 〈ABCE〉 is 〈AC〉 which will be upgraded 
to higher frequent set F2. As depicted in Fig 5.  
  

F1 F2 … Fn 
〈ACD〉 〈AC〉   
〈ABCE〉    



    
 
Fig. 5  FSS with 〈ACD〉 and 〈ABCE〉 and 

their mutual sequence 〈AC〉 
 

Since sequence 〈BCE〉 is contained by 〈ABCE〉 
of F1, so 〈BCE〉 is upgraded to F2. Sequence 
〈BCE〉 is a new sequence to F2.  In F2, The 
mutual sequence of new comer 〈BCE〉  and 
〈AC〉 is 〈C〉 that will be upgraded to F3. In F3, 
the empty set has no sequences to compare to. As 
depicted in Figure.6.  
 

F1 F2 F3 … 
〈ACD〉 〈AC〉 〈C〉  
〈ABCE〉 〈BCE〉   
    

Fig. 6 example of upgrading mutual sequence 
 
Apply IMSP to appended sequence database 
ASDB. The frequent sequence set, f(ASDB), is 
depicted in Fig. 7. 
 

F1 F2 … Fn 
〈ABCDE〉 〈BE〉   
    
    

Fig.7 frequent sequent set f(ASDB) 
 

Next is applying Merge Algorithm to these two 
frequent sequence sets. Sequences of f(ASDB) are 
appended to f(SDB) respectively. Compare 
sequences in descending order to merge each 
sequence into most-up-date frequent sequence set. 
The process is demonstrated in Fig.8. 

F1 F2 F3 …
〈ACD〉 〈AC〉 〈C〉  
〈ABCE〉 〈BCE〉   
〈ABCDE〉 〈BE〉   
    

Merge FSS(SDB) with FSS(ASDB) 
 

F1 F2 F3 … 
〈ACD〉 〈AC〉 〈C〉  
〈ABCE〉 〈BCE〉 〈BE〉  
〈ABCDE〉    
    

upgrade <BE> to F3 
 

F1 F2 F3 … 
〈ABCE〉 〈AC〉 〈C〉  
〈ABCDE〉 〈BCE〉 〈BE〉  

 〈ACD〉   
    

Upgrade <ACD> to F2 
 

F1 F2 F3 … 
〈ABCE〉 〈BCE〉 〈C〉  
〈ABCDE〉 〈ACD〉 〈BE〉  
  〈AC〉  
    

Upgrade <AC> to F3 
 

F1 F2 F3 F4 …
〈ABCE〉 〈BCE〉 〈BE〉 〈C〉  
〈ABCD
E〉 

〈ACD〉 〈AC〉   

     
     

Upgrade <C> to F4 
 

F1 F2 F3 F4 …
〈ABCDE〉 〈BCE〉 〈BE〉 〈C〉  
 〈ACD〉 〈AC〉   
 〈ABCE〉    
     

upgrade <ABCE> to F2 
 

F1 F2 F3 F4 …
〈ABCDE〉 〈ACD〉 〈BE〉 〈C〉  

 〈ABCE〉 〈AC〉   
  〈BCE〉   
     

upgrade <BCE> to F3 
 

F1 F2 F3 F4 …
〈ABCDE〉 〈ACD〉 〈AC〉 〈C〉  
 〈ABCE〉 〈BCE〉 〈BE〉  
     

upgrade <BE> to F4 
Fig.9 Formation of updated frequent sequent set  

 
The updated frequent sequence set is also 

known as searching space which is represented by 
closed sequences. The threshold of minimum 
support is adjustable in our algorithm. Let 
minsupp=3 then frequent sequences are easy be 
classified from data model. Furthermore, the 
threshold could be two values to set up a range of 
frequent sequences. Such as setting upper bound 
minsuppup=4, lower bound minsupplow=2. 
Setting threshold range is to discover sequential 
patterns that are not frequent enough to regard as 
strong rules. 



 
7. Conclusions and future works 

 With the result of performance analysis with 
examples, the accomplishment include: 1)full set 
of frequent sequences set is discovered, 2) our 
algorithm is linear which means it is maintainable 
for incremental sequence database, 3)adjustable 
minimum support, 4) compact searching space and 
5) no candidates are generated.  

In this paper, we proposed IMSP, a novel 
algorithm for mining frequent maximal sequential 
sequences. It has alleviate the drawbacks of the 
candidate maintenance-and-test paradigm, 
construct more compact searching space compare 
to the previously developed maximal pattern 
mining algorithms and an adjustable minimum 
support.  

The future challenges are to deal with dynamic 
sequence database, not only adding new sequences 
but also deleting obsolete or impropriate 
sequences.  
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