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Abstract - Here in this paper, we propose a new
method for the playing of digital game. We want to get
ride of the limitation of traditional digital game in this
method, that is, we use no keyboard, mouse, joystick, etc.
Our system uses digital camera to get image, then
operate image processing on these images. The result of
analysis is rendered by virtual reality technique with
example of boxing game.
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1. Introduction
Today computer game has become one of popular

leisure. Traditional computer game takes keyboard,
mouse, joystick, etc., as its control units. As a result, the
player tends to lack of body activity, and hence may
affect his health. Therefore we try to make some new
game operation methods for the game playing. In order
to get ride of the inconvenience of those traditional
control units, we combine the techniques of color image
processing with virtual reality in the application of
virtual boxing game. That is, using digital camera to
catch image, then using image processing techniques [1-
3] to analyze the motion information of player in the
image. The result is shown with virtual reality in the
form of boxing game.

Virtual reality is a special media for the user to enter
the virtual world. It uses computer simulation to
generate images of virtual environment in 3D space
form. These images will create illusion in our brain.
Virtual reality allows man to interact with virtual reality
any time and any place. The application of virtual reality
varies widely [4-6]. For examples, there are
entertainment and training simulation these two
applications in our system. Image processing is used to
get the position and trajectory information of boxing
gloves. To allow the player playing boxing with the

virtual opposite boxer, that is, attack and defense, is the
purpose of this research.

The architecture and game playing process is given
in Section 2. The image processing is described in
Section 3. Then Section 4 describes the virtual reality
used in this system. Finally, the experimental result and
conclusions are given in Section 5.

Fig. 1: System architecture.
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2. System Architecture
The architecture of this system is shown in Fig. 1.

First, the images fetched by digital camera are analyzed
by the color image processing to get the position
information of the boxing helmet and boxing gloves.
The position information will be transferred to the other
part of the system, to perform the virtual boxing game,
which is generated by the software package Virtools. In
the virtual reality, there will have a virtual opposite
boxer with artificial intelligence (AI) ability to play
boxing. For example, if the player wants to hit the
virtual opposite boxer, the virtual opposite boxer will try
to duck. If virtual opposite boxer is hit, he will bend to
the other side. The progress of game will be displayed
by 3D virtual reality.

Fig. 2: Game playing process.

Fig. 2 shows the game playing process of this virtual
boxing game. First, the digital camera captures the
image of the player. Determine the positions of both the
right and left boxing gloves. Determine whether the
player has strike to attack the virtual opposite boxer?
Then we calculate the heart-point amount (i.e., blood
amount remaining) according to the result of strikes of
both virtual opposite boxer and player. Finally,
according to the heart-point amount, determine who is
the winner, the player or the virtual opposite boxer? The
criterion is to check which one of the two heart-point
amounts has decreased to zero?

Fig. 3: HSV color model [7].

3. Image Processing

3.1. Image Analysis
The input device of this system is a digital camera.

The image processing can be considered as (1) image
enhancement and segmentation, (2) feature extraction,
and (3) image description.

Due to boxing helmet (or head scarf) and boxing
gloves are usually brilliant color, we choose the bright
blue and bright red pixels in the image as the feature,
and hence simplify the image enhancement process. In
the HSV color model (refer to Fig. 3), H value
represents the hue information. H=0 means red color;
H=120 means green color; and H=240 means blue color.
S value represents the saturation information. S=1
means bright color; S=0 means the image is a gray
image. For example, H=0, S=1 means a bright red pixel.
The V value in the HSV model represents the intensity
value information. V=1 means white color; V=0 means
black color.

In the process of image enhancement and
segmentation, we use the HSV color model to fetch
bright blue and bright red pixel (refer to Fig. 4). Then
these pixels are translated into binary image (refer to Fig.
5). The HSV color model is chosen because the H (hue)
value is not affected by the light intensity.
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Fig. 4: Using HSV model to fetch blue or red pixels.

Fig. 5: Translated into binary image.

Fig. 6: Image after noise reduction.

Fig. 7: Center coordination (x,y) and area.

3.2. Feature Extraction

After we get the blue and red pixels in the HSV
image, and translated into binary image, then we use
erode operation to eliminate the noise (refer to Fig. 6).
The pixels after noise elimination are calculated to get
the information of area and center position of each block
(refer to Fig. 7).

Fig. 8: ROIs defined in this system.

Fig. 9: Image analysis process.

The identification of the type of punch (e.g., straight
strike, duck, etc.) is based on the regions of interest
(ROI) we defined in Fig. 8. There are boxing helmet (H),
right boxing glove (R), left boxing glove (L) in the
image. We identify their area values and center positions
by image processing. When the center position of right
(or left) glove transit from one ROI to another ROI, we
can determine the corresponding type of punch.

3.3. Image Description
We get the images captured by digital camera one by

one, and fetch the feature values of bright blue and
bright red pixels in the image (refer to Fig. 9). Calculate
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the center coordinate value and area value (x,y,a) of
these pixels. Then each (x,y) coordinate value is
checked whether it is in the ROIs we defined to
determine the type of punch. The output is a set of
activity code (e.g., straight strike, duck, etc.) indentify
the corresponding type of punch. This information is
used in the virtual reality.

4. Virtual Reality
The activity code resulted after the image processing

is used in the playing of virtual boxing game. The result
is rendered by virtual reality which is constructed by
software packages 3ds max and Virtools.

We use 3ds max to make the role action. In this part,
for the purpose of making the role action more fluently,
besides the single action, we generate some continuous
actions (e.g., duck and then strike back) in the creation
of role action. The single actions and continuous actions
are interleaving to increase the action fluency.

About role control, in order that the result of image
processing can be transferred to Virtools and to control
the action of the role, we need to build a channel (or
window) in Virtools. The channel is build by changing
the attribute of object in Virtools. The result of image
processing is transferred to Virtools via this channel and
then affects the action of player role.

Fig. 10: Role activity.

(a)

(b)
Fig. 11: (a) Output straight strike. (b) Output right

duck.

5. Experimental Result and Conclusions
The demonstration is shown in Fig. 11. The

techniques used in this project, image processing and
virtual reality, can be extended to other applications. (1)
Using digital camera to catch the action of user, instead
of tedious keyboard or mouse input. (2) It can be used in
the control of remote meeting or video conference. (3)
Making the PC more convenient to use for some
handicapped person.
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