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Abstract 

Bluetooth[1] is a new technology for low cost, 
low power, and short-range wireless communication. 
Equipped with Bluetooth chip, mobile devices can 
mutually communicate with each other by 
constructing a piconet. A Bluetooth device that 
participates two or more piconets is called relay 
which provides device with multi-hop (or 
inter-piconet) communication services. In a Bluetooth 
scatternet, the number of relays and the degree of 
each relay are significant factors that determine the 
performance of entire network. One objective of this 
paper is to propose an effective protocol that can 
adjust the network architecture dynamically by relay 
reduction. A communication environment with 
characteristics of connected network, high bandwidth 
utilization and low maintenance cost thus can be 
constructed. In addition, we propose a routing 
protocol that is able to reduce the path length and 
create two disjoint routes for any pair of source and 
destination devices located in different piconets. 
Simulation results show that the proposed protocols 
are performance well in terms of routing length, 
bandwidth consumption, and transmission delay. 

Keywords: Bluetooth, piconet, scatternet, relay, 
hopping sequence. 

 
 

1. Introduction 

The advances of computer technology and the 
population of wireless equipment have promoted the 
quality of our daily life. The trend of recent 
communication technology is how to make good use 
of wireless equipments for constructing an ubiquitous 
communication environment. Bluetooth is a low cost, 
low power, and short range communication 
technology that operates at 2.4GHz ISM bands. Two 
types of links, ACL and SCO links, are respectively 
used for transmitting data and voice over Bluetooth 
radio systems. To avoid the effect of co-channel 
interference, the radio frequency (RF) module hops 
over 79 channels in a speed of 1600 times per second. 
The short packet and the fast hopping increase the 

communication reliability of two Bluetooth devices. 
A piconet consists of at most eight Active Bluetooth 
devices which includes one master and multiple active 
slaves. The master in a piconet is responsible to 
manage at most seven active slaves and hundreds 
parked slaves[5][6].  

A host can participate two or more piconets 
simultaneously and alternatively play role of slave in 
various piconets. The master in a piconet can also 
play the role of slave in another piconet. However, a 
host can not play the role of master in two or more 
piconets simultaneously. Mobile device that 
participates two or more piconets is defined as relay. 
A relay delivers messages among piconets so that the 
resources or services will not be restricted due to the 
maximum number of active members in a piconet. 
The packet transmission among piconets can be 
achieved by their common relays [3]. 

When a master is intended to invite a Bluetooth 
device as its slave, it must firstly switch to inquiry 
state. After the information of Bluetooth address and 
clock value of slaves is obtained, the master changes 
to paging state. Master in paging state will assign the 
3-bit long Active Member Address (AM_Addr) to the 
dedicated slave. Packet sent by master contains the 
AM_Addr of specific slave that has the right to 
transmit packet to master in the next free time slot. In 
case that the AM_Add is exhausted, master can not 
further invite device as its active member. Thus, the 
AM_Addr is an important resource for master to 
organize its piconet. An active relay that alternatively 
participate n piconet will occupy n AM_Addr. In a 
scatternet, too many relays will consume the 
AM_Addr resource and increase the maintenance 
overhead. A relay reduction procedure is proposed in 
this paper for removing relays so that the remaining 
scatternet is connected and the number of occupied 
AM_Addr and maintenance overhead could be 
reduced.  

The performance of a connected scatternet relies 
on the number of relays and the degree of each relay 
in this scatternet. Scatternet containing a large number 
of relays will profit from low probability of 
disconnection, short routing path and fast flooding. 
However, scatternet with a large number of relays 
suffers from the drawbacks of consumption of active 
member address, creating a large amount of packets in 



 

flooding and difficulty of synchronization among 
piconets. If the degree of a relay is large, the frequent 
role switching among piconets will also increase the 
probability of packet lost. Thus, given a connected 
scatternet, how to choose suitable relays and remove 
the others becomes a key factor that determines the 
performance of a scatternet. One objective of this 
paper is to propose a relay reduction protocol so that 
the unnecessary relays could be removed from 
scatternet.  

In addition to the relay reduction problem, the 
route construction problem is another important issue 
for providing devices with communication services. 
Bluetooth devices that are intended to communicate 
with each other may belong to different piconets, even 
if they are within the communication range of ten 
meters. It is possible that two devices desiring to 
communicate with each other are unfortunately 
belonging to two disconnected scatterenets. In 
literature[8], a randomized algorithm is proposed to 
construct a connected scatternet which comprise all 
hosts within ten meter communication range. Given a 
connected scatternet, how to construct an efficient 
routing path is a basic and important issue for  
providing devices with communication service over 
scatternet. In this paper, a routing protocol is proposed 
to reduce the path length and create disjoint paths. 

In this paper, we firstly examine the effects of 
the number of relays and the degree of each relay. 
Then we propose a relay reduction protocol that 
reconfigures the scatternet dynamically such that the 
performance of a connected scatternet will be 
improved. Another problem is investigated in this 
paper that the service provider and consumer may not 
belong to same piconet. How to construct short and 
disjoint routing paths becomes an important research 
issue. 

In literature, a comprehensive study  aims at 
developing on-demand routing protocol in Ad-Hoc 
networks. Flooding is a general technique applied for 
the search of destination host. Based on flooding 
scheme, a Routing Vector Method (RVM)[4] is 
proposed to construct a routing path in a given 
scatternet. Similar to those devices in Ad-Hoc 
network, Bluetooth devices can actively construct a 
dynamic network and communicate with other 
devices in a distributed and active manner. However, 
the restriction on number of active members existed in 
a piconet causes the route that is constructed by 
flooding scheme inefficient. Length of route created 
by flooding is long and could be reduced for 
improving the drawbacks of bandwidth consumption 
and transmission delay. In this paper, a path reduction 
protocol and a new routing protocol are respectively 
proposed for reducing the routing path and creating 
disjoint path. Simulation results show that the 
proposed protocols are performance well in terms of 
routing length and data traffic overhead. 

The remaining parts of this paper are organized 
as follows. Sec. 2 illustrates the relation between relay 

and piconet by giving some examples. A relay 
reduction protocol that can adjust the configuration 
dynamically is proposed in Sec. 3, such that a 
communication environment suitable for QoS service 
can be established. Sec. 4 proposes a path reduction 
protocol and a RVM-based routing protocol for 
creating disjoint and short paths. Sec. 5 demonstrates 
the performance improvement of the proposed 
protocols via experimental results. Finally, the 
conclusion and future work are given in Sec. 6 

 
 

2. Backgrounds and Basic Concepts 
 
Bluetooth is a new technique for low power, low 

cost, and short-range communication. Each Bluetooth 
host in a piconet can play the role of master, slave, or 
relay. A master device is responsible to manage at 
most seven slaves in its a piconet. Bluetooth device is 
not allowed to play the role of master in two or more 
piconets simultaneously, while a host can play the 
role of slave in two or more piconets. Slave that 
participates multiple piconets is said to be a relay, 
which is able to transmit packet from one piconet to 
another.  

In a piconet, master assigns an Active Member 
Address (AM_Addr) to each active slave. By applying 
TDD frequency access technology, the time line is 
divided into odd slots and even slots. Under the 
control of master, the even time slot is reserved for 
master to transmit packet to slave, whereas the odd 
slots is reserved for slave that receives packet from 
master in even slot[9][10]. There are at most eight 
devices in a piconet. In case that the number of 
Bluetooth devices is more than eight, at lease two 
piconets are required to cover all devices. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A relay that simultaneously participates two or 

more piconets will be synchronized with the master in 
each piconet and alternatively switch between 
piconets. For example, relay 1r  simultaneously 
participates piconets AP  and BP , as shown in Fig. 1. 
The packet transmission from piconet AP  to BP  is 
illustrated in follows. In the first time slot, 1r  

MA

r1

r2

MB 
PA

PB 

master slave 

Figure 1. Scatternet structure before 
executing Relay Reduction Protocol. 



 

synchronizes with piconet AP  and receives a data 
packet from master of AP . In the second time slot, 1r  
switches to and synchronizes with piconet BP , and 
then forwards the received packet to master of BP  at 
the odd time slots. 

Although relay is necessary for constructing a 
connected scatternet, however, too many relays will 
draw many disadvantages. One disadvantage is that 
the consumption of too many AM_Addr, causing 
master restricted to invite other device as its active 
member. The unnecessary relay will also increase the 
maintenance cost of entire scatternet, creating the 
difficulty of synchronization among those piconets the 
relay participates. This also causes a high probability 
of packet lost while relay inconsistently switches 
among piconets. Therefore, one focus of this paper is 
to investigate how to remove the unnecessary relays 
such that the entire scatternet is connected and the 
maintenance cost is low. An effective configuration of 
scatternet should have the following features: 

 
1. Connected: any Bluetooth device is guaranteed 

to connect with any other Bluetooth device in a 
scatternet.  

2.  Small number of relay: given a connected 
scatternet, the advantages of small number of 
relay include not only low cost for maintaining 
relay, but also low AM_Addr consumption. 
This is because a relay will occupy an Active 
Member Address in each piconet. Thus, the 
relay reduction will lead to the result that other 
devices can easily obtain the resource of Active 
Member Address and successfully participate 
this piconet.  

 
As illustrated in Fig. 1, there are four and three 

active slaves in piconets AP  and BP , respectively. 
Two relays, 1r  and 2r , are existed between these two 
piconets. If the relay nodes { }21,rr  are reduced to { }1r  
and the link connecting 2r  and AM  is broken for 
the consideration of balance, two piconets AP  and 

BP  will have equal number of active members and the 
released Active Member Address that is originally 
consumed by 2r  in AP can be reused by some other 
device to participate piconet AP . 

Due to that there are at most seven active 
members in a piconet, two Bluetooth devices that 
intend to communicate to each other may belong to 
different piconets. A relay node is thus required to 
perform the packet forwarding operation for 
communication among piconets. In addition to the 
relay reduction problem, the route construction 
problem is another important issue for providing 
devices with inter-piconet communication services. In 
literature, a comprehensive study  aims at developing 
on-demand routing protocol in Ad-Hoc networks. 
Flooding is a general technique applied for the search 

of destination host. Based on flooding scheme, a 
Routing Vector Method (RVM)[4] is proposed to 
construct a routing path in a given scatternet. Similar 
to those devices in Ad-Hoc network, Bluetooth 
devices can actively construct a dynamic network and 
communicate with other devices in a distributed and 
active manner. However, the restriction on number of 
active members existed in a piconet causes the route 
that is constructed by flooding scheme inefficient. 
Length of route created by flooding is long and could 
be reduced for improving the drawbacks of bandwidth 
consumption and transmission delay. 

In this paper, a path reduction protocol and a new 
routing protocol are respectively proposed for 
reducing the routing path and creating disjoint path. 
Based on conventional RVM[4] routing protocol, this 
paper proposes a path reduction protocol and a routing 
protocol for reducing the path length and creating 
disjoint routes between any two devices. Data 
transmission delay and bandwidth consumption are 
therefore reduced. Two issues are addressed in this 
paper. First, a dynamic configuration approach is 
proposed to reduce the unnecessary relays and 
establish an efficient configuration for a given 
connected scatternet. Another issue is to investigate a 
routing protocol that creates disjoint routing paths 
with small number of hop count. Data transmission 
over scatternet can be more efficient. 

 
 

3. Dynamic Relay Reduction Protocol 
for Scatternet 

In this section, a distributed relay reduction 
protocol is proposed for removing the unnecessary 
relays from a given scatternet. Subsection 3.1 gives 
the basic definitions and basic concepts of relay 
reduction. The relay reduction protocol is then 
proposed in subsection 3.2. 
 
3.1 Basic Definitions and Concepts 

One objective of this paper is to investigate a 
relay reduction protocol that adjusts network 
configuration dynamically for a given connected 
scatternet. For the explanation and presentation of the 
remaining parts of this paper, we define symbols that 
will be used in this paper as follows. 

 
Definition: Piconet (Pi) 

A piconet consists of a master and at most seven 
slaves. The following symbol is used to denote a 
piconet: 

}71),{( , ≤≤= jSMP jiii , 
where Mi represents the master of Piconet Pi, and Si,ｊ

denotes one of the slaves dominated by Mi. For 
example, a scatternet containing three piconets P1、P2 

and P3 is presented in Fig. 2 where M2 is a master of 



 

piconet P2 and is responsible to manage slave S2,1 and 
two relays. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Definition: Connected-Scatternet (CS) 

A scatternet consists of two or more piconets. A 
scatternet is said to beconnected if the following 
condition is satisfied: 

{ }∅≠∀= )( jii PPPCS �� 　 . 

For the area covered by a scatternet, the above 
definition illustrates that if all piconets of a scatternet 
are connected by relays, the scatternet is called a 
connected-scatternet. For example, scatternet shown 
in Fig. 2 is a connected scatternet. 
 
Definition: Relay ( k

pR ) 
In a connected-scatternet, sufficient number of 

relays is required for connecting all piconets. For the 
sake of explanation and presentation of the relations 
among relays and piconets, we define the following 
symbol:  

Set of Relay R={ k
pR |p: a set of piconets, 1≦k≦ 

number of relay in set p}. 
As described in Fig. 2, the symbol { }

1
3,2=pR  represents 

the first relay that connects piconets P2 and P3. 
Similarly, 1

}3,2,1{=pR  represents the first relay that 
connects piconets P1 , P2 and P3. 

In the following, we will introduce the 
characteristics of an ideal scatternet configuration and 
propose the Dynamic Scatternet Restructuring 
Protocol in follows. 

 
Property 1： ScatternetPPPP jiji ∈∀∅≠ ,,�  

For any pair of two piconets containing one or 
more common relays, the application of Dynamic 
Relay Reduction Protocol will not cause 
disconnection, while the unnecessary relays can be 
removed effectively. Thus the consumption of Active 
Member Address can be reduced. The cost for 

maintaining relays and the probability of packet lost 
can also can be reduced. 

 
Property 2：A configuration with the least number of 
relays in a scatternet can be achieved. 
 

For a connected-scatternet, our goal is to 
guarantee that under the circumstance of a 
connected-scatternet, the number of relays can be 
reduced to minimum after performing the Dynamic 
Relay Reduction Protocol. To prevent a scatternet 
from disconnection and to obtain the minimal number 
of relays, the investigated protocol will first preserve 
the relay with larger degree. The proposed protocol 
removes relays with smaller degree and effectively 
explores resources of Active Member Address. For 
example, in Fig. 2, to achieve a configuration with 
minimal number of relays, the protocol will firstly 
preserve the relay with degree 3, such as 1

}3,2,1{=pR , 
instead of relays with degree 2, such as 

1
}3,1{=pR and 1

}3,2{=pR . Therefore, relays 1
}3,1{=pR  

and 1
}3,2{=pR will give up the relay role and serve only 

for M1 and M2, respectively. As regard to P2 and P3, 
1

}3,1{=pR and 1
}3,2{=pR will no longer play the role of 

relay. One active member address is therefore 
released for use of other device. In the following, we 
will define and describe the table and symbols used in 
the Dynamic Relay Reduction protocol. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Definition: Connection Table (CT) 

For the sake of relay reduction, a Connection 
Table (CT) is maintained in each relay. Devices in the 
first column of a connection table are relays that 
connect to those masters to which this relay connects. 
The first row of this table contains masters connected 
by relays listed in the first column. The values in the 
intersection of a row and a column is determined by   
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Figure 2. A simple scatternet environment, 
where a=R1

p={2,3},b=R1
p={1,2,3},c=R1

p={1,3}.
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Figure 3. A scatternet before executing the 
Relay Reduction Protocol. 



 

As shown in Fig. 3, the CT table maintained by 
relay 1

}3,1{=pR  is displayed in Table. 1. Because relay 
1

}3,1{=pR connects to M1 and M3, the first column of CT 
table contains relays connected by M1 or M3, i.e. 

1
}2,1{=pR , 1

}5,1{=pR , 1
}5,3,1{=pR , 1

}3,1{=pR , 1
}4,3,1{=pR , 

1
}4,1{=pR and 1

}5,3{=pR . Because that these relays connect 
masters M1, M2, M3, M4 and M5, the first row of CT 
records these masters. In Table 1, the values in the 
intersections of row 1

}5,3,1{=pR and columns M1, M3 and 
M5 have values 1. By inspecting Fig. 3, we can see 
that relay serves for masters M1, M3 and M5. Consider 
another example in intersections of row 1

}3,1{=pR  and 
columns M1 and M3. The value 1 implies that relay 

1
}3,1{=pR  serves for M1 and M3. By checking CT table, 

each relay can determine whether or not itself should 
remain the relay role such that the number of relays in 
entire scatternet is minimal and the scatternet is 
connected. 

 
3.2 Dynamic Relay Reduction Protocol：：：：    

 
Initially, each relay transmits an NRC 

(Neighboring Relay Collection) message to those 
masters it connects, and requests each master to 
collect information about all relays belonging to its 
piconet. The CT (Connection Table) of a relay thus 
can be constructed by collecting the response 
information of those masters served by this relay. For 
example, take relay 1

}3,1{=pR  into consideration. The 
relay will send NRC message to M1 and M3, since 
relay 1

}3,1{=pR  connects to M1 and M3. On receiving 
NRC packet, masters M1 and M3 will forward the NRC 
to their relays. For instance, M1 forwards the NRC 
message to relays 1

}2,1{=pR , 1
}5,1{=pR , 1

}5,1{=pR , 
1

}5,3,1{=pR , 1
}3,1{=pR , 1

}4,3,1{=pR  and 1
}4,1{=pR , and each 

relay will send back to master M1 the information of 
all masters it serves. Thus, on receiving the packet 
returned from M1, relay 1

}3,1{=pR  uses the information 
to construct its CT as shown in Table 1. In Table 1, 
value 1 denotes the relay in the row connects to the 
master in the column, while null indicates the relay 
and the master are not connected. After CT is 
constructed, each relay can exam its CT and 
determine whether or not it should abandon the role. 

Now, we use Table 1 to illustrate the relay 
reduction protocol. As shown in Table 1, 1

}3,1{=pR  

connects to masters M1 and M3. The relay 1
}3,1{=pR  

checks from its CT whether or not there exists any 
other relay connecting to M1 and M3 simultaneously. 
If there exists another relay connecting to M1 and M3, 

1
}3,1{=pR giving up its role will not cause P1 and P3 

disconnection. Therefore, relay 1
}3,1{=pR  should 

determine whether or not it should abandon its role of 
relay and determine which piconet it should 
participate, according to the factor of slave-number 
balancing. All relays simultaneously execute the same 
relay reduction procedure will minimize the number 
of relays and guarantee that the restructured scatternet 
is connected. 

 
 
 

1
}3,1{=pR M1 M2 M3 M4 M5 

1
}2,1{=pR 1 1    

1
}5,1{=pR 1    1 

1
}5,3,1{=pR 1  1  1 

1
}3,1{=pR 1  1   

1
}4,3,1{=pR 1  1 1  

1
}4,1{=pR 1   1  

1
}5,3{=pR   1  1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 is the resultant scatternet of the scatternet 

in Fig. 3, after executing the Dynamic Scatternet 
Restructuring Protocol. In comparison with Fig. 3, the 
roles of relays 1

}5,1{=pR , 1
}3,1{=pR , 1

}4,1{=pR  and 
1

}5,3{=pR  have been changed to slave. Thus, four 
Active Member Address are saved, while the 
remaining scatternet is connected. The reduction of 
the number of relay also reduces the probability of 
packet lost and increases the transmission efficiency. 
 
The proposed Dynamic Relay Reduction Protocol is 
given below. 
 
Step 1: Each relay in a Scatternet broadcasts NRC 

message to all its connected masters. 
Step 2:  Those masters Mi who receive NRC 

message will collect information of relays 

Table 1: Contents of CT Table in Relay 
1

}3,1{=pR . 

Figure 4. The resultant scatternet after 
executing the relay reduction operation.
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within its piconet Pi and information of 
masters that are connected by relays 
within this piconet Pi.  

Step 3: After each relay received the information 
provided by those masters this relay 
connect to, each relay will create a 
Connection Table. The horizontal axis and 
vertical axis of CT table denote relays and 
masters, respectively, where  
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Step 4: Let rows denote the member of rows in 
CT. Relay k

pR  executes the following 
procedures according to its CT table:  

 
 

for i = 1 to rows 
 if （CTi cover my row）  
{ 

1.   relay abandons its role of relay and plays 
the role of slave. 

2.   PPPPLetPP iii ∈∀=∈∀ ,min, min . 

Relay k
pR plays role of slave in Piconet 

minP and breaks all connection between 
k
pR and all masters in piconets minPP − . 

} 
 

Applying the Dynamic Scatternet Restructuring 
Protocol can adjust a connected-scatternet to ideal 
scatternet dynamically. In the next section, we will 
describe how to reconfigure the adjusted scatternet for 
obtaining a new scatternet with characteristics of 
small number of hop count, disjoint path and QoS 
services.  

 
4. Routing Protocol for Bluetooth Radio 

System 
 
In Sec. 3, we have described how to reduce the 

number of relay dynamically. In this section, a routing 
protocol is proposed for providing features of small 
number of hop count, disjoint path and QoS services 
based on the reduced scatternet. We will first discuss 
previous works and related research about the Routing 
Protocol of Bluetooth Radio System. Then, the 
proposed routing protocol is described. 

In Bluetooth Radio System, a scatternet consists 
of a lot of piconets. In a piconet, a master can serve at 
most seven active slaves. In a piconet, master and its 
slaves can communicate with each other in a manner 
of TDD (Time Division Duplex). However, if two 
hosts belonging to different piconets are intended to 
communicate with each other, a routing path should 
be constructed between different piconets through 
masters and relays. Due to that every piconet contains 
at most seven slaves, two hosts intended to 

communicate to each other may fall in different 
piconets. For example, in Fig. 5, even if the physical 
distance between hosts S1 and S2 is within ten meters, 
they may belong to different piconets due to the 
following cases occur. 

 
Case 1. During execution of inquiry and inquiry scan 

operations, S2 matches M2 first, so that they 
are not in the same piconet[8]. 

Case 2. The piconet to which S1 belongs collects 
already seven slaves, causing that S2 cannot 
participate the same piconet. 

Case 3.  Even if the piconet containing S1 has less 
than seven slaves, S2 and M1 may not match 
during the inquiry and paging operations. 
This causes S1 and S2 are in the different 
piconet. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Let hosts S1 and S2 be the service provider and 

consumer, respectively. If they belong to different 
piconets, an efficient routing algorithm is needed to 
construct a routing path over this scatternet. In 
literature, Bhagwat proposed a RVM[4] routing 
protocol that adopts flooding technique to broadcast 
the route search packet. On receiving the route search 
packet, the destination host generates a reply packet  
for tracing back the route the search packet passing 
through. The first routing path is thus constructed. As 
required, a second routing path, containing the 
common relays of the first path as few as possible, 
can be constructed. However, of the scatternet 
comprises of many piconets, the routing path 
constructed by RVM technique may introduce large 
transmission latency owing to that the created route 
has a large number of hop count. Furthermore, a long 
routing path also consumes the bandwidth resource 
and generates heavy data traffic. Appling RVM 
routing protocol to the scatternet shown in Fig. 5, the 
constructed routing path between S1 and S2 will have 
hop count of six. That is, a packet sent from source 

Figure 5. Multi-hops route. 
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host S1 to destination host S2, requires passing through 
six hops. In fact, the distance of S1 and S2 may less 
than one-hop distance (ten meter). In this section, a 
path reduction protocol is proposed for reducing the 
hop count of an existed route, while maintaining the 
original scatternet structure. 
 
 
4.1 Path Reduction Procedure 

 
As shown in Fig. 6(a), when source host S hops to 

establish a routing path to destination host D, it will 
broadcast a Route Search Packet based on flooding. 
As soon as the destination host receives the Route 
Search Packet, it will perform the following Path 
Reduction Procedures: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When a host D receives the Route Search Packet 

and performs route reply packet through reversal 
routing path, the Bluetooth Address and Clock values 
of D will also be appended in the Route Replay 
Packet to relay R3 via master M4. Meanwhile, D will 
first enter Hold mode in the piconet managed by 
master M4, and then enter Page scan mode to 
construct a new piconet for achieving the objective of 
shorter routing path. When R3 receives Route Replay 
Packet, it appends its Bluetooth Address and clock 
information to Route Replay Packet. R3 then transmits 
Route Replay Packet to master M3, enters Hold mode 
in its original piconet, and enters Page scan mode to 
construct a new piconet to shorten the routing path. 
Relays R2 and R1 will perform the similar procedures 
when they receive Route Replay packet. Therefore, D, 
R3, R2 and R1 can transmit their Bluetooth Address and 

clock information to Source Host S in final. 
When source host S receives Route Replay packet, 

it enters Hold mode and try to play the role of master 
by entering page mode and constructing new piconets 
with R1, R2, R3 and D. In such a circumstance, source 
host S examines Bluetooth addresses of those hosts 
that have successfully constructed new piconets with 
host S. In this example, we assume that S is in Page 
mode and can construct connection with devices R1 
and R3. (Assume that the connections between S and 
R2 is not established due to frequency mismatching 
while the connection between S and D can not be 
constructed due to their distance is out of Bluetooth 
Radio Range). Form the received Route Reply Packet, 
S knows that R3 is the farther relay. As a result, S 
constructs a new piconet Pnew with R3, as shown in Fig. 
6(b).  

After the connection of S and R3 is built, those 
relays whose sequence order of Bluetooth address in 
Route Reply packet is less then R3 will be informed to 
stop executing the page scan operation and quit the 
routing service. The route length will be reduced due 
to the abandonment of R1 and R2. The relay R3 then 
performs the same procedures as source S does so that 
the subroute from R3 to destination could be reduced. 
Consequently, relay R3 enters page mode and try to 
construct a new piconet with host D that currently 
stays on page scan mode. After these procedures have 
been done, a new route S�R3�D is built. The hop 
count of new route is two, which is shorter than the 
hop count seven of original route. In Path Reduction 
Procedure, only BT Address and CLK are required for 
constructing new link. The time-consuming 
operations such as inquiry and inquiry scan are 
omitted. The path reduction procedure will be 
completed in a very short time. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the method mentioned above, no problem 

arises even if the role of source host S is slave or relay. 
However, if the source host plays a master role, 
constructing a new piconet with other relay will 
violate the rule that two masters cannot coexist in a 
piconet [1]. To solve this problem, the path reduction 
protocol should be modified as illustrated in the 
following. Let M1 enter page mode and tries to 
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Figure 7. During the execution of path reduction 
procedure, the processing of source host when it plays the 
master role

Figure 6. Path Reduction Procedure.
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construct connection with R1, R2, R3 and D that are in 
page scan mode. The host that is closest to destination 
is chosen and invited to participate the piconet 
controlled by M1. Problem that the master M1 already 
has seven slaves and has no space to invite another 
slave participating its piconet will not arise. This is 
because that master is the one who initiates the 
request for constructing a routing path. It must be able 
to control the number of active slaves to avoid the 
capacity problem. Assume the relay R2 is invited into 
the piconet controlled by M1 successfully and a new 
piconet Pnew is constructed in executing the path 
reduction procedure. The established new route will 
be : M1�R2�D, as illustrated in Fig. 7. 

In this section, a RVM-based routing protocol is 
proposed for the reduction of routing path so that the 
route length of source host S and destination host D is 
reduced and the bandwidth utilization is exploited 
efficiently. Protocol for creating disjoint paths will be 
proposed in the next section. Applying this protocol, 
the objective of transmission speedup and backup 
route creation can be achieved.  

 
 

4.2 Creating the Disjoint Routes 

To speed up the data transmission and create 
backup route, in this section, we propose a protocol 
for constructing disjoint routes. Keep going on Fig. 
6(b), after the route reduction procedure is completed, 
if the source host raises request of creating multiple 
routes, we propose protocol to reduce the required 
time and amount of packets for constructing the 
multiple disjoint routes. Due to that the information of 
the 48-bits Bluetooth address and clock values of each 
relay and destination have been collected in source 
host, new piconets could be constructed to establish 
disjoint routes by using the unused relays（R1、R2）. 
The cost of large amount packets due to flooding 
therefore can be avoided.  

 
Route1：S�R3�D  
Route2：S�R2�D。 

 
 
 
 
 
 
 
 
 
 
When source host S is intended to construct the 

second disjoint path, R1 and R2 will stay on page scan 
mode. During the second route construction, R3 will 
abandon page scan mode since it has already 
participated the first route. The destination host D 

should enter page scan mode to construct another 
route. The optimal condition we expect is to construct 
disjoint routes by similar way as mentioned before. 
However, there are detailed problems should be taken 
into consideration. 

There are two main purposes for constructing a 
second route. First, the second route is created for the 
backup purpose. As soon as some link of the first 
route is disconnected, the second route can in stead 
transmit data from source to destination. Another 
purpose for creating the second route is to speedup the 
throughput from source to destination. To achieve this 
goal, the precise difference of hop count of the created 
disjoint paths should be controlled so that packets 
transmitted by these two routes can be received in 
destination continuously without any collision. In the 
two disjoint routes, hop count is the major factor that 
determines whether or not packet can be received in 
destination continuously. To avoid the collision of 
packets transmission occurred in destination D, the 
hop count difference of two disjoint routes should be 
maintained at 2k hops, where k is an integer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For example, as shown in Fig. 9, the hop counts 

of two disjoint routes are Route1=2 (S�R1�D) and 
Route2=4 (S�R2�R3�R4�D). Their hop count 
difference satisfies the constraint 2k, where k＝1. 
Packets therefore could be transmitted in parallel by 
these two routes. In time t1, source host S transmits 
packet 1 on link S�R1 of Route1. In time t2, souce 
host S transmits packet 2 on link S�R2 of Route2) and 
R1 transmits packet 1 to destination by using link 
R1�D, simultaneously. In time t3, packet 3 is 
transmitted on link S�R1 and packet 2 is transmitted 
on link R2�R3 of Route 2. In time t4, the destination 
will receive packet 3 from link R1�D of Route1 while 
packet 2 is delivered from link R3�R4 of Route2. 
Thus, we guarantee that after 4 time steps, the max 
hop count of routes, packets can be delivered to 
destination from two routes in different time steps 
continuously. The source data thus can be tramsmitted 
on these two routes in parallel.  

In addition to the collision avoidance problem, 
the following problem should also be investigated.  

Pnew’ 

Pnew 

S 

M1 
R1 

R2 

R3 

D 

M2 

M3 
M4

Figure 8. Creation of disjoint Routes. 
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Figure 9. Data transmission of two disjoint routes.



 

 
 
 
 
 
 
 
 
 
 
As displayed by Fig. 10, the first constructed 

Route1 is S�R2�R3�D. Let R1 be the current relay 
that executes the second-route construction procedure 
and there is no relay between R1 and D that could be 
used for constructing the second disjoint route. R1 can 
not construct a new piconet with destination due to 
that their distance is out of communication range. To 
construct the second route, R1 should inform M2 to ask 
one of its slave, whose traffic load is relative low, for 
entering page scan mode. The selected slave thus 
could play the role of bridge of R1 and destination 
host. As shown in Fig. 11, M selects slave S21 to enter 
page scan mode and transfers the Bluetooth Address 
and Clock information of S21 to R1 such that R1 and S21 
could construct a new piconet. Therefore, we have the 
following two disjoint routes: 

Route1 S�R2�R3�D 
 Route2 S�R1�S12�D 

With such a mechanism, the probability of 
successfully constructing the second disjoint path 
will be increased and the difference of hop counts 
will be compensated to be nk exactly. 

 
 
 
 
 
 
 
 
 
 
 
 

4.3. The Routing Protocol 

In previous section, detail of constructing disjoint 
routes are proposed. Examples are given to illustrate 
the concepts, constraints, and advantages of the 
proposed protocol. This section summaries the 
disjoint routing protocols formally. Given a pair of 
source and destination devices, the proposed protocol 
will construct two disjoint routes that are able to 
transmit data from source to destination in parallel. 
Length of the constructed routes is short relative to 
those routes constructed by flooding scheme. 
Objectives of high throughput, low bandwidth 
consumption, and low transmission delay are thus 

achieved. The construction of disjoint routing 
protocol consists three phases. Phase I tackles with 
the construction of the first route and prepares 
information for route reduction while Phase II 
performs the route reduction so that the constructed 
first route could consume fewer bandwidth and 
provide low transmission delay. Phase III aims at the 
construction of the disjoint route for either speeding 
up the data transmission or reserving as a backup 
route. The protocol is illustrated in follows.  

Phase I: Construction of The First Route 
Step 1: When the source host S hops to create a 

communication path to a destination device D, 
it floods the route search packet which contains 
the information of Source_Host_ID, 
Destination_Host_ID. 

Step 2:On receiving the route search packet, 
destination host D creates and transmits a route 
reply packet to source host S in reverse order of 
the path that the route search packet flooded 
from S to D. Here, we assume that the path 
from source S to D is S 
[�M0]�R0�M1…�Rn-1 [�Mn]�D. where 
M0 denotes that the second host on the route is 
possible a master or relay. 

Step 3: Once relay Ri receives the reply packet, it 
appends its Bluetooth Address and Clock to 
packet and then transfers the packet to its 
master Mi. Hereafter, relay Ri changes its state 
from active mode to hold mode in original 
piconet so that it can enter page scan mode, 
waiting for the source host’s paging. 

 
As soon as source host S receives the route reply 
packet, it starts the following Phase II operation. 
 
 
Phase II：：：：Path Reduction Procedure 
Let U denote the set of devices on the reduced route. 
Set U is initially a empty set. Let Ŕ ={R0,R1…,Rn-1} 
denote the set of relay nodes of a route created by 
flooding. 
Step 1: If source node plays the role of Master, as 

soon as it receives the reply packet, it will 
enter a page mode and try to invite the 
destination device or relays in set Ŕ as a 
member of the current piconet. If source node 
does not play the role of Master, this indicates 
that the source host S plays the role of either 
slave or relay. In this case, the source host 
changes to Hold mode in the original piconet, 
enters page mode for creating new piconet 
with destination or relays in set Ŕ. 

Step 3: Source host takes Δt for connecting with the 
destination or the relay closest to destination 
on the route (relay Ri with max value of i). 

Step 4: If the source host S successfully connects to 
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Figure 10. Construction of the second route.
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the destination host D, a reduced new path 
S�D with one-hop is created. Set U is 
updated by U={S, D}. 

Step 5: If host S failed to connect to destination D, it 
will connect to the relay Rmax, where Rmax is 
the relay with maximal index to which host S 
is capable connected in set Ŕ. Source host S 
updates sets U and Ŕ by: 

              U= {S, Rmax }, Ŕ= Ŕ-{Rmax} 
Step 6: If the destination D and all relays in set Ŕ are 

far from source S (their distance is larger than 
10 meters), steps 4 and 5 can not work. 
Master M0 will ask its idle slaves to enter the 
page mode, trying to connect to destination D 
or relays in set Ŕ. In case that one of the idle 
slaves, say S0j, connects to destination D, 
slave S0j will transmit its Bluetooth address 
and clock to source S so that host S can 
construct a new piconet with slave S0j. Source 
host S then updates set U by U={S, S0j, D} 
and a reduced path S�S0j�D is thus 
constructed successfully. In case that all idle 
slaves can not connect to destination D, they 
will try to connect to any possible relay Rmax 
in set Ŕ. If the connection is successful, slave 
S0j will transmit its Bluetooth address and 
clock to source S so that host S can construct a 
new piconet with slave S0j. Source host S then 
updates set U by U={S, S0j, Rmax} and a 
reduced subpath S�S0j�Rmax is thus 
constructed. Acting as a source host S, the 
relay Rmax then performs again the path 
reduction procedure so that it can construct a 
reduced path to destination D. The reduced 
path is thus constructed. 

Step 7: In case that step 6 fails, source host S can not 
perform the path reduction procedure. The 
source host S asks R0 to play its role and to 
perform the path reduction procedure so that 
the subpath length from R0 to destination D 
could be reduced. In this case, source host S 
removes from set Ŕ and update set U by 
setting U={S, M0, R0}. 

 
Phase III：：：：Construction of the Disjoint Route 
Let Ŕ = Ŕ-U. Due to that set U collects all devices on 
the reduced path, set Ŕ collects all the devices that 
appear on the route created by flooding and are not 
utilized on the reduced path. In Phase III, we utilize 
the devices in set for constructing a disjoint route. Let 
U’== {ψ}. Set U’ is used for collecting all the 
devices on the disjoint route. 
Step 1: Adopt sets Ŕ set and U’ for executing the 

Phase II procedure so that the disjoint route 
could be constructed and all devices on the 
disjoint route are collected in set U’.   

Step 2: To ensure that packets transmitted by the first 
and second routes arrive destination at the 

different time slot, the difference of hop count 
of these two route should be 2k, where k is an 
integer. That is, U and U’ should satisfy the 
following constraint: 

        ∣U∣-∣U’∣= 2k 
      In case that the above constraint is not 

satisfied, source host S applies operations 
described in step 6 of Phase II to insert 
additional device S0j on the second route. 

 
In this section, a routing protocol is proposed. 

The proposed protocol constructs disjoint routes for 
enhancing the throughput of traffic or preventing from 
route break. Compared to RVM, length of the two 
disjoint routes created by the proposed protocol has 
been largely reduced. In the next section, performance 
of the proposed protocol is examined.   
 
 
5. Performance Study 

This section proposes the performance 
investigation of the proposed protocol, in term of the 
number of piconet, path length, and the number of 
control packets. The simulation environment is 
described as follows. The space size is either 20*20, 
40*40, or 80*80, while the radio transmission range 
of a Bluetooth device is set at a constant 10 units. The 
number of devices varies, from 100 to 140, and their 
locations are randomly determined. 

 

 

 

 

 

 

 

 

 

 
 
Figure 12 is a snapshot of the execution result. To 

observe and compare the behavior of RVM and the 
proposed protocol, we control the number of hosts to 
be small on scatternet. As shown in Figure 12, nodes 
marked by ‘M’ and ‘R’ plays the roles of ‘Master’ and 
‘Relay’, respectively. Three piconets construct the 
scatternet. A dash line connecting two nodes denotes 
the link between a pair of slave and master. The 
source and destination hosts, marked by thick and big 

Figure 12. A snapshot of execution. 



 

nodes, are selected from the different piconets. The 
bold lines denote the routing path where the marked 
value denotes the link order on the path. As shown in 
Figure 12, 4-hop route is created by RVM whereas 
1-hop route is created by the proposed protocol. The 
proposed protocol reduces relays on the route found 
by flooding so that routing length could be 
minimized.  

Initially, 100 hosts randomly construct a 
connected scatternet in a given space size. The 
simulator then randomly selects source and 
destination hosts from the existing hosts. A search 
packet is created by source host and is flooded for 
constructing a route, noted by RVM in Figures. 

Hereafter, the route reduction procedure is 
applied to create the reduced route, denoted by 
‘proposed protocol’ in Figures. Figures 13, 14, and 15 
compare the number of hop of routes created by RVM 
and the proposed protocol in 20*20, 40*40, and 
80*80 respectively. In general, applying the proposed 
protocol creates a shorter path than RVM. This is 
because that applying the route reduction removes a 
number of relays from the route created by RVM. In 
case that the space size is fixed at 20*20, the maximal 
distance between any two devices is 20√2 units. 
Applying the proposed protocol reduces a number of 
relays on the route created by RVM so that the 
distance between two neighboring relays on the 
reduced path is closed to 10 units. Thus, route created 
by the proposed protocol has 3 hops at most, 
regardless of the number of piconets. As shown in 
Figure 13, route created by the proposed protocol has 
a constant number of hops, in average. However, the 
number of hops of route created by RVM scheme 
increases with the number of piconet since the RVM 
utilizes the flooding scheme to construct the route. 
This phenomenon also could be found in Figures 14 
and 15 where the space size is fixed at 40*40 and 
80*80, respectively.  
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Figure 13. Comparison of the path length 
under 20*20 space size. 

Figure 14. Comparison of the path length 
under 40*40 space size. 
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Figure 15. Comparison of the path length 
under 80*80 space size. 
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Figure 16. Comparison of the control 
packet traffic under 20*20 space size. 
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Figure 17. Comparison of the control 
packet traffic under 40*40 space size. 
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Figures 16, 17, and 18 compare RVM and the 
proposed protocol, in terms of control packet traffic. 
Due to that the proposed protocol performs extra 
operations for reducing the path length, the control 
traffic overhead created by the proposed protocol is 
larger than RVM. However, route created by the 
proposed protocol is expected to have a smaller 
amount of data packet traffic, due to that there are 
fewer relays participating the route. Figure 19 
compares the data traffic over routes created by 
applying RVM and the proposed protocol. The data 
traffic overhead of route created by the proposed 
protocol is normalized to 1, provided that the space 
size is 20*20. Compared to RVM, routes constructed 
by the proposed protocol create a smaller amount of 
data traffic.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6. Conclusions 

Bluetooth technology provides a low power, low 
cost and interference-resistance wireless 
communication. Constructing an efficient route is the 
essential requirement for providing inter-piconet 
communication service. This paper proposes a routing 
protocol for establishing an efficient route over 
Bluetooth radio system. To alleviate the flooding 
overhead and utilize the use of Active Member 
Address, a distributed protocol is proposed for 
reducing the unnecessary relays in scatternet. In 

addition, a routing protocol is proposed for reducing 
the length of routing path and creating disjoint routes 
as far as possible. Performance study demonstrates 
that the proposed protocols are performance well in 
terms of routing length and data traffic overhead.    
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Figure 18. Comparison of the control 
packet traffic under 80*80 space size. 
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Figure 19. Comparison of the data 
packet traffic. 


