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Abstract 

This paper proposes a novel feature extraction 

scheme for audio fingerprinting using discrete 

wavelet transform (DWT). The proposed scheme 

reduces the granularity, i.e., the minimal length of 

audio, needed for identification in an audio 

fingerprinting system. The scheme first decomposes 

the video frame into sub-bands by DWT. Then, it 

calculates statistical values from the DWT 

coefficients and extracts features according to the 

statistical data. Finally, it uses the features to 

construct the fingerprint. The proposed scheme has 

two advantages: (1) it needs smaller fingerprint 

granularity than other previous work; (2) it is not 

only reliable but also robust against various signal 

degradations according to the experimental results. 
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1. Introduction 

Non-invasive techniques have received much 

interest in recent years. They are used in lots of 

applications such as retrieval, recognition and 

authentication of digital contents. The non-invasive 

techniques are performed without modifying the 

original signal but only analyzing it. Among them, 

fingerprinting is the most important application that 

provides a fast and reliable method for content 

identification. 

In an audio content, audio fingerprinting 

extracts some identifiable features, i.e., the 

fingerprint, from a piece of audio and stores it in a 

database. When the system is presented with an 

unidentified piece of audio, its fingerprint is extracted 

and matched against those stored in the database. 

Using fingerprints and matching algorithms, distorted 

versions of a recording can still be identified as the 

same audio signal [7] [9] [10]. 

Haitsma and Kalker proposed five main 

parameters of an audio fingerprinting system in [3] 

[4]. They are:  

 Robustness: determining how severely an 

audio clip can be processed before it cannot be 

recognized anymore.  

 Reliability: expressing the probability that an 

audio is incorrectly identified.  

 Fingerprint size: giving the number of bits of 

a fingerprint.  

 Granularity: indicating the minimal length of 

audio needed for identification. 

 Search speed and scalability: representing 

how fast a fingerprint can be found in a large 

fingerprint database.  

The five parameters have influence on each other. 

For example, the increase of robustness might lead to 

the increase of search speed. 

In this paper, we propose an novel feature 

extraction scheme to find a robust and reliable 

fingerprint for an audio fingerprinting system. We 

specifically address the problem of reducing the 

granularity required by an audio fingerprinting 

system. 
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This paper is organized as follows. The next 

section describes some previous work for fingerprint 

extraction and discusses their granularities. Section 3 

describes the discrete wavelet transform adopted by 

the proposed scheme. Section 4 details the feature 

extraction phases of the scheme. Section 5 provides 

the evaluation results on the performance using the 

fingerprint extracted by the scheme. Finally, Section 

6 draws the conclusion. 

2. Related Work 

This section describes the feature extraction 

methods of some previous work and discuss their 

granularities. 

In the audio hashing approaches [3] [5] [11], 

the input signal is transformed into frequency domain 

using Fast Fourier Transform (FFT). Audio features 

are represented as the spectrum of Fourier transform. 

Haitsma and Kalker [3][5] proposed a 

fingerprint extraction method which extracts 32-bit 

sub-fingerprints for every interval of 11.6 

milliseconds. A fingerprint block consists of 256 

subsequent sub-fingerprints, corresponding to about 3 

seconds. 

Mapelli and Lancini [2] used a hamming 

window, which includes a certain number of frames, 

to generate a hash block that is the smallest 

identifiable piece of a song. The size of the window 

and hence the size of the block correspond to about 3 

seconds. 

 Lancini et al. [11] split the original song into 

shorter parts called frames. 64 frames form a hash 

window, which is the minimum identifiable shot. A 

shot corresponds to about 2 seconds. 

Furthermore, Lu [1] proposed an audio 

fingerprinting method based on analyzing 

time-frequency localization of signals for audio 

recognition. Audio features are represented as the 

spectrum of continuous wavelet transform (CWT). 

The fingerprint block of the method corresponds to 3 

seconds. 

Table 1. Granularities of the related work. 

 In addition, J.S. Seo et al. [6] presented an 

audio fingerprinting method based on the normalized 

spectral sub-band centroid (SSC). Fingerprint 

matching is performed using the square of the 

Euclidean distance. A fingerprint block in the method 

corresponds to 9.845 seconds. 

The granularities of the related work mentioned 

above are summarized in Table 1. It shows the 

granularities of the related work are all greater than 2 

seconds. The proposed scheme reduces the 

granularity to less than 2 seconds. 

3. Discrete Wavelet Transform 

The proposed scheme adopts the one dimension 

(1D) DWT. There is now great interest in using 

wavelet transform for feature extraction in automatic 

recognition applications. Wavelet transform has taken 

the place of short time Fourier transform (STFT) to 

extract sub-band energy features. Furthermore, it has 

also been used in the decorrelation process of features 

in place of discrete cosine transform (DCT) [8]. 

Figure 1 shows the decomposition process of 

two-level DWT. First, it decomposes an audio 

excerpt into one low-pass sub-band L1 and one 

Feature extraction scheme Granularity  

Haitsma and Kalker [3][5]  3 seconds 

Mapelli and Lancini [2] 3 seconds 

Lancini et al. [11] 2 seconds 

Lu [1] 3 seconds 

J.S. Seo et al.[6] 9.845 seconds 
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high-pass sub-band H1. Then, it decomposes the L1 

sub-band into two sub-bands, L2 and H2. Therefore, 

there are three sub-bands (L2, H2 and H1) after the 

two-level DWT decomposition. Generally, the energy 

is concentrated in the low frequency sub-band L2. 

Hence, the proposed scheme generates features from 

the coefficients in the L2 sub-band. 

 

Figure 1 (a) Two-level DWT decomposition of an audio 

signal. 

4. Fingerprint Extraction Scheme 

This section describes the proposed fingerprint 

extraction scheme. The scheme, shown in Figure 2, 

takes into account the main phases of an extraction 

algorithm according to Cano et al. [9].  

 

Figure 2 Fingerprint extraction scheme. 

The functions of the five major phases in the 

proposed scheme are described as below.  

 Preprocessing: converting the audio signal to a 

certain format. 

 Framing: dividing the audio signal into 

overlapping frames. 

 Wavelet Transform: decomposing a frame 

into sub-bands and obtaining the coefficients in 

the L2 sub-band. 

 Feature Extraction: calculating statistical 

values from the coefficients and extracting 

features according to the statistical data. 

 Fingerprint Modeling: constructing the 

fingerprint block by the features. 

The following subsections describe each phases 

in detail. 

4.1 Preprocessing 

The first phase digitizes the audio signal and 

converts it to an identical format: 16-bit monophonic 

signal sampled at 44.1 kHz. An audio might suffer 

various manipulations, e.g., amplitude change, 

resolution change, resampling, filtering, perceptual 

audio coding, noise addition, etc. Hence, the phase is 

necessary for the following phase to work properly. 

Furthermore, it can improve the efficiency of the 

algorithm and obtain a better model of the audio 

signal [2] [11]. 

4.2 Framing 

The phase divides the audio signal into 

overlapping frames. The length of an overlapping 

frame is 0.37 seconds (16384 samples) with an 

overlap factor of 63/64. Following the approach in [3] 

[5], a 32-bit sub-fingerprint is extracted from one 

frame. A fingerprint block corresponding to about 1.8 

seconds of audio is used as the basic unit for 

identification. In other words, the granularity of the 

proposed scheme requires is 1.8 seconds. 

4.3 Wavelet Transform 

The scheme adopts the one-dimensional (1D) 

Haar DWT to decompose a frame into three 

sub-bands (L2, H2, and H1) as mentioned in Section 

3. The L2 sub-band is selected for feature extraction. 

Preprocessing Framing

Wavelet Transform

Extracted 
Fingerprint 

Feature ExtractionFingerprint 
Modeling 

Original Audio Signal 

One-level DWT ↓ 

L1 H1 

L2 H2 H1 

Two-level DWT ↓ 

Audio Signal 
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Figure 3 briefly shows an example of the two-level 

decomposition. Figure 3 (a) shows a frame of an 

audio signal with 16384 samples. Figure 3 (b) shows 

the one-level DWT decomposition of an audio signal. 

There are 8192 coefficients in the L1 sub-band and 

the H1 sub-band, respectively. The two-level DWT 

decomposes the L1 sub-band into L2 and H2 

sub-bands and each contains 4096 coefficients. They 

are shown in Figure 3(c). 

4.4 Feature Extraction 

The phase employs three statistical values 

generated from the coefficients in the L2 sub-band in 

order to find robust features. The three statistical 

values (Pk , k = 1, 2, 3 ) are: 

1. Mean of all coefficients(P1). 

2. Standard deviation of all coefficients(P2). 

3. Mean of the coefficients greater than the 

third quartile(P3), i.e., the mean of the last 

25% of the coefficients in ascending order. 

The following lists the detailed steps of the 

feature extraction. 

Step1. Calculate the three statistical values of the 

sub-band, 
1pB ,

2pB , and
3pB . 

Step2. Segment L2 sub-band into 32 non-overlapping 

sections. 

Step3. Calculate the three statistical values of each 

section, 
1, piS ,

2, piS  , and 
3, piS , where i is 

section number, and i = 1, 2, …, 32. 

Step4. Compare the three statistical values between 

the section and sub-band, and then construct 

the feature block (
kpiFt , ) according to Eq. 1. 
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Figure 3 (a) A frame of an audio signal, (b) one-level DWT 

decomposition of the audio signal, (c) two-level DWT 

decomposition of the audio signal. 

4.5 Fingerprint Modeling 

The voting method is used to build the 

sub-fingerprint. Every sub-fingerprint bit ( isF ) is 

determined by the corresponding feature block 

bits,
1, piFt ,

2, piFt and
3, piFt , according the 

following equation. 

⎩
⎨
⎧

<++
≥++

=
2,0
2,1

321

321

,,,

,,,

pipipi

pipipi
i FtFtFtif

FtFtFtif
sF   (2) 



 

                                                                             5

MP3 

Finally, according to the frame order, the fingerprint 

block is constructed by appending the 

sub-fingerprints. 

Figure 4 shows an example of 256 subsequent 

32-bit sub-fingerprints (i.e., a fingerprint block) 

extracted by the proposed scheme from a short 

excerpt of “The moment” by Kenny G. Figure 4(a) 

and Figure 4(b) show a fingerprint block from an 

original CD and the MP3 compressed (128Kbps) 

version of the same excerpt, respectively. Ideally, the 

two fingerprints should be identical. However, due to 

the compression, some of the bits are retrieved 

incorrectly. The bit errors, which are used as the 

similarity measure in our fingerprint scheme, are 

shown in black in Figure 4(c). 

 

Figure 4  (a) The fingerprint block of the original music 

clip, (b) the fingerprint block of the compressed version, 

(c) the difference between (a) and (b) with the bit errors 

shown in black. 

5. Experimental Results 

Two experiments were conducted to show the 

robustness and discrimination of the proposed 

scheme. Bit Error Rate (BER) is used to assess the 

experimental effect. The results are obtained from the 

test of 5 different songs (16 bits monophonic signal 

sampled at 44.1 kHz): “The moment” by Kenny G, 

“The 33rd corner” by Yun-chang Dong, “Now and 

forever” by Richard Marx, “Goodbye” by Air Supply, 

and “There You'll Be” by Faith Hill. For each song, a 

short audio excerpt is selected to take part in the 

experiments.  

5.1 Robustness Experiment 

The first experiment uses the following signal 

degradations to prove the robustness. 
 
 MP3 Compression: 192 Kbps, 128 Kbps, and 

32 Kbps 

 Windows Media Audio (WMA) Compression: 

48 Kbps and 20 Kbps 

 Real Media Compression: 20 Kbps 

 Echo addition: 100ms delay and 40% decay 

 Noise addition: White noise (SNR = 20 dB) 

 Equalization A typical 10-band equalizer with 

the following settings [3]: 

 Low-pass Filtering: Cut-off frequencies above 
4000Hz. 

 Resampling: Sampling rate down to 22.05 

kHz. 
 Requantization: Resolution quantized to 8 

bits. 

The BERs between the fingerprint blocks of the 

original version and all degraded versions are shown 

in Table 2. All the resulting BERs are all below 0.11. 

Furthermore, most of the BERs of the perceptual 

audio coding (MP3, Real Audio, Windows Media 

Audio) are below 0.07. The experiment shows that 

the proposed scheme is robust. 

 

Freq.(Hz) 31 63 125 250 500 1k 2k 4k 8k 16k

Gain(dB) -3 +3 -3 +3 -3 +3 -3 +3 -3 +3 

Original Bit Errors

Tim
e (Fram

es) 

(a) (b) (c) 
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Table 2. BERs after different kinds of signal degradations. 

 

5.2 Discrimination Experiment 

 Every song should have a unique fingerprint. 

This experiment tests the difference of the fingerprint 

blocks between different songs. Table 3 lists the 

resulting BERs obtained from discriminations 

between different audio excerpts. The BERs all fall 

within the interval [0.44 0.56], which is reasonable 

because BERs are expected to approximate to 0.5 

between two different audios [1]. The experiment 

shows that the proposed scheme is discriminative and 

hence reliable. 

Table 3. BERs of the five different songs. 

 

 

6. Conclusions 

In this paper, we presented a novel algorithm 

for audio feature extraction using the discrete wavelet 

transform for audio recognition. The robustness 

experimental results show the extracted features can 

resist the signal degradations such as MP3 

compression, Windows Media Audio (WMA) 

compression, Real Media (RM) compression, echo 

addition, noise addition, equalization, low-pass 

filtering, resampling, and requantization. Furthermore, 

according to the discrimination experiment results, 

the extracted features possess high distinguishability. 

Therefore, the extracted features are robust and 

reliable. Moreover, a fingerprint block corresponding 

to 1.8 seconds of audio is used as the basic unit for 

identification. Consequently, the granularity of the 

proposed algorithm is smaller than those of the 

previous work as mentioned in Table 1. 
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