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Abstract
In this paper we increase the number of
representatives for each class to compensate
for the potential weakness of linear classifier
which compute one representative for each
class. To evaluate the effectiveness of our
approach, we compared with linear classifi-
er produced by Rocchio algorithm and the
k-Nearest Neighbor(kNN) classifier. Exper-
imental results show that our approach im-
proved linear classifier and achieved micro-
averaged accuracy similar to that of k-
Nearest Neighbor(kNN), with much less clas-
sification time. Furthermore, we could pro-
vide a suggestion to reorganize the structure
of classes when identify new representatives
for linear classifier.
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1 Introduction

Systems for text retrieval, routing, catego-
rization and other IR tasks rely heavily on
linear classifiers[6]. The main idea of linear
classifier is to construct a prototype vector
G as one representative for a class C using
a training set of documents. To determine
whether or not class C is assigned to the re-
quest document X , it usually computes the
cosine similarity δ between X and G. If δ is
greater than a given threshold value, class C
is assigned toX . In this study, we assign only
the class with the highest δ to X , and the be-
havior of linear classifier is conceptually like
to determine which region a point belongs
to in a two dimensional Voronoi diagram[9].
The assumption of one representative per
class results in the restriction of hypothe-
sis space stretched by documents to the set
of linear separable hyperplane regions[5, 16].
However, it is very difficult to construct a
set of hyperplanes to separate classes from
each other because the shape of each class is
irregular and is hard to predict in the high



dimensional vector space.

In this study, we increased the number of
representatives for each class to compensate
for the potential weakness of linear classifier-
s that compute one representative for each
class. First, we classify the documents in the
training set with the representatives derived
from the original classes. Secondly, we parti-
tion the classified documents which are clas-
sified into the same class into s partitions via
hypergraph partition package[4], where s is
determined manually in this study. Thirdly,
we find new representatives derived from the
subclasses which consist of the miss-classified
documents and the correct-classified docu-
ments. Then, we select the representatives
of the subclasses whose classification preci-
sion evaluated by the validation set is greater
than a given threshold. Finally, we clas-
sify the documents in the testing set with
both these new representatives and those de-
rived from the original classes. Note that
the training data are divided into a training
set and a validation set to avoid the overfit-
ting problem[8]. The training set is used to
find the representatives of the original classes
and the validation set is used to choose useful
representatives of the subclasses whose clas-
sification precision are greater than a given
threshold.

To evaluate the effectiveness of our ap-
proach, we compared it with the linear
classifier produced by Rocchio algorithm
[2, 6], and the k-Nearest Neighbor(kNN)
classifier[5, 16]. Experimental results show
that the micro-averaged accuracy of our ap-
proach is better than that of linear classifier,
and is similar to that of kNN, with much less
classification time. Note that kNN is a well-
known statistical approach, and is one of the
best performers in text categorization[17].
Furthermore, we could observe the ambigui-
ties between classes after the process of new
representatives identification, and could pro-
vide a suggestion to reorganize the structure
of classes in the future.

The remainder of this paper is organized
as follows. Section reviews linear classifier.
Section describes our approaches. Section
gives experimental results. Section gives

conclusion and discussion.

2 Linear Classifier

Linear classifier is a simple approach for
classification[6]. The main idea of linear clas-
sifier is to construct a feature vector as one
representative for each class(category). For
each class Ci, linear classifier computes pro-
totype vector Gi = (gi,1, . . . , gi,n), where n
is the dimension of the vector space, and
each element gi,j corresponds to the weight
of the jth feature of Gi. The elements in
vector Gi are learned from positive examples
tuned by negative examples. Positive exam-
ples are those documents belonging to that
class while negative examples are those docu-
ments not belonging to that class. To classify
a request document X , we compute the co-
sine similarity betweenX and each prototype
vector Gi, and assign to X the class whose
prototype vector has the highest degree of
cosine similarity with X . Cosine similarity
is defined as follows:

CosSim(X,Gi) =

∑n
j=1 xj · gi,j√∑n

j=1 x
2
j

√∑n
j=1 g

2
i,j

In this study, we use the Rocchio
algorithm[6] to construct the representative
Gi for class Ci. Let W be a document in the
training collection, represented as a vector
(w1, w2, · · · , wn), where wj is the weight as-
signed to the jth term. To determine wj , we
use the TF-IDF weighting method[10], which
has been shown to be effective when used
in the vector space model. Let tfj be the
term frequency of the jth term in documen-
t W , and let dfj be the document frequen-
cy of the jth term in training collection. In
this study, the TF-IDF weight is defined as
dj = log2(tfj +1) ∗ log2(

|D|
dfj

), where D is the
set of documents in the training collection
and |D| is the number of documents in D.
Let P and N be the set of positive and nega-
tive examples with respect to class Ci in the
training corpus. |P | and |N | are the number
of examples in P and N , respectively. The
prototype vector Gi is defined as follows:

Gi =
∑

W∈P W

|P | − η
∑

W∈N W

|N |



where η is the parameter that adjusts the
relative impact of positive and negative ex-
amples. In this study, we choose η = 0.25
according to the experiments in [13, 11].

3 Our Approach

In this study, we increase the number of
representatives for each class to compensate
for the potential weakness of linear classifi-
er which compute one representative for each
class. We give an outline of our approach as
follows.

step 1. compute the representatives of the orig-
inal classes with documents in the train-
ing set.

step 2. classify documents in the training set
with the representatives computed in
step 1.

step 3. identify the subclasses by partitioning
the documents which are classified into
the same class in step 2 into s partitions,
where s is determined manually in this
study.

step 4. compute the representatives of the sub-
classes identified in step 3.

step 5. classify documents in the validation set
with the representatives computed in
step 4.

step 6. select the representatives of the sub-
classes whose classification precision
achieved in step 5 is greater than a given
threshold.

Step 1, 2 and 5 are standard processes of
linear classifier as described in Section . In
step 3, we obtain the subclasses by partition-
ing the documents which are classified into
the same class in step 2 into s partitions,
where s is determined manually in this study.
In step 4, we modify the Rocchio algorithm
to compute the representatives of the sub-
classes. In step 6, we select the representa-
tives of the subclasses according to their clas-
sification precision achieved in step 5. We
next explain the details of step 3, 4 and 6 in
Section , Section and Section , respectively.

3.1 Definitions and Notations

We give definitions and notations for the i-
dentification of subclasses as follows. Let
C be the set of predefined classes, and |C|
be the number of predefined classes. Let Ci

be the set of documents in the training set
that belong to the ith class, and Fj be the
set of documents in the training set which
are classified to the jth class. |Ci| and |Fj |
are the number of documents in Ci and Fj ,
respectively. Let Hi,j be the set of docu-
ments in Ci that is classified to Fj . That is,
Hi,j = Ci ∩ Fj . Let hi,j = |Hi,j |. Note that
Ci =

⋃j=|c|
j=1 Hi,j and Fj =

⋃i=|c|
i=1 Hi,j . The

confusion matrix H = (hi,j), as shown in Ta-
ble 1, consists of the statistics of the classified
documents in the training set. We identify
the subclasses by dividing Fj into s partition-
s as F 1

j ,F 2
j , . . . , F s

j . Define Hr
i,j = Hi,j ∩F r

j

and hr
i,j = |Hr

i,j |, as shown in Table 2.

3.2 Subclass Identification

We isolated the subclass Hr
i,j to form a new

representative in step 3. We describe the pro-
cess of the identification of the subclasses in
detail as follows.

step 3.1 transfer the documents in Fj into a hy-
pergraph such that a vertex v represents
one document and a hyperedge e repre-
sents the set of documents in which term
t appears.

step 3.2 partition the vertices(documents) in the
hypergraph constructed in step 3.1 into
s partitions, where s is determined man-
ually.

step 3.3 gather the vertices(documents) which
belong to Ci and are classified to Fj and
are in the rth partition as a new sub-
classes Hr

i,j .

step 3.4 compute the representatives of those
subclasses constructed in step 3.3 us-
ing the formula of subclass representa-
tive described in Section .

In step 3.1, we constructed a hypergraph
in which a vertex v represents one document
and a hyperedge e represents the set of doc-
uments in which term t appears. The weight



C1 C2 Cj C|c|

C1 h1,1 h1,2 h1,j h1,|c|

C2 h2,1 h2,2 h2,j h2,|c|

Ci hi,1 hi,2 hi,j hi,|c|

C|C| h|c|,1 h|c|,2 h|c|,j h|c|,|c|

Table 1: The confusion matrix H .
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Table 2: Partition Fj into s partitions.



of the hyperedge e is determined by tf · idf
of term t[10] and is defined as follows.

Weight(t) = log2(tf + 1) ∗ log2(
|D|
df

)

where |D| is the number of training docu-
ments; tf is the term frequency of term t
and df is the document frequency of term t in
training collection. In step 3.2, we partition
the vertices(documents) of a hypergraph into
s roughly equal parts using hypergraph par-
tition package[4] such that the total weight
of hyperedges connecting vertices in different
parts was minimized. Note that the hyper-
graph partitioning algorithm is an effective
and scalable clustering method. Intuitive-
ly, the documents which had common terms
would be clustered together[14]. In step 3.3,
as shown in Table 2, we identified the sub-
class Hr

i,j that belonged to the Hi,j and was
in the rth partition of Fj . In this study, we
only take the subclass whose hr

i,j >= 5 into
consideration.

3.3 Subclass Representative

We modified the Rocchio algorithm to con-
struct the representatives derived from the
subclasses which were identified in Section
. As shown in Figure 1, the documents in
the training set D consists of C1, · · · , Ck and
each class Ci consists of |c| ∗ s subclasses at
most before representative qualification de-
scribed in Section . We describe the modifi-
cation of the Rocchio algorithm to construct
the representative of the subclass Hr

i,j in the
following.

As shown in Figure 1, let P be the set of
documents that belong to the subclass Hr

i,j ,
and P

′
= Ci −Hr

i,j be the set of documents
that belong to class Ci but do not belong to
subclass Hr

i,j . Let N = D − Ci be the set
of documents in the training set D that does
not belong to class Ci. The representative
Gr

i,j of subclass Hr
i,j was given as follows.

Gr
i,j = α

∑
W∈P W

|P | −β
∑

W∈P ′ W

|P ′ | −η
∑

W∈N W

|N |
In this study, we chose α = 1, β = 0 and
η = 1. Note that we chose β as 0 in above
equation because we used the representative
Gr

i,j of the subclass Hr
i,j to distinguish class

Ci from the other classes Cj(i �= j), but did-
n’t use that representative to distinguish the
Hr

i,j from the other subclasses which derived
form class Ci.

3.4 Representative Qualifica-
tion

In this study, we selected those new represen-
tatives whose classification precision evaluat-
ed by the validation set is greater than a giv-
en threshold θ. We classified the documents
in the validation set with the representatives
obtained in Section and computed the pre-
cision of each representative. Then, we s-
elected the representatives whose classifica-
tion precision evaluated by the validation set
was greater than θ. The choice for the value
of θ was according to the micro-level accura-
cy θ1 achieved by the linear classifier in the
testing set. In this study, we had θ > θ1 in
order to achieve higher precision and better
performance than that linear classifier did.

4 Experiments

4.1 Data Source

In our experiment, we used Chinese news ar-
ticles from the Central News Agency(CNA).
We used news articles spanning a period of
one year, from 1/1/1991 to 12/31/1991, to
extract terms. News articles from the six-
month period 8/1/1991 to 1/31/1992 were
used as training data to train classifier-
s. The testing data consisted of news arti-
cles from the one-month period 2/1/1992 to
2/28/1992. To avoid overfitting problem[8],
the training data are partitioned into a train-
ing set and a validation set. In this study,
the training set consists of two-thirds of the
training data and the validation set consists
of the remaining data. All the news articles
were preclassified into 12 classes, as listed in
Table 3.

4.2 Document Representation

The representation of Chinese texts consists
of the following steps: term extraction, term
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Figure 1: The modification of the Rocchio algorithm for the subclass Hr
i,j .

C
12

C
11

C
10

C
9

C
8

C
7

C
6

C
5

C
4

C
3

C
2

C
1

Test Data

1992/2/1-2/28

CNA News Group Training Set Validation Set Test Set

cna.politics.* 8988 4494 1225

cna.economics.* 3846 1922 776

cna.transport.* 1200 601 279

cna.edu.* 2136 1067 379

cna.l* 1852 926 415

cna.judiciary.* 2088 1044 492

cna.stock.* 1186 593 200

cna.military.* 1212 606 261

cna.argriculture.* 997 499 238

cna.religion.* 471 236 74

cna.finance.* 1306 652 151

cna.health-n-welfare.* 1158 580 305

Total 26440 13220 4795

1991/8-1992/1

Train Data

Table 3: CNA news statistics.



selection and term clustering. In term ex-
traction, we adopt a scalable approach[15]
to extract significant terms, which is based
on String B-trees(SB-trees)[3]. In term se-
lection, we adopt χ2 statistics[18] to select
the most representative terms from the ex-
tracted terms. In term clustering, terms
which are highly correlated are clustered into
the same group. Distributional clustering[1]
can reduces the dimension of the vector s-
pace to a practical level for Chinese text
categorization[13, 12].

In our experiment, we use one year news,
1/1/1991-12/31/1991, to extract Chinese
frequent strings(CFS)[7] and the number of
significant terms extracted is 548363. We s-
elect 90000 of the extracted terms, and then
group them into 4800 clusters because the
choice of 90000 and 4800 achieves the best
performance as indicated in [13, 11]. There-
fore, each document Di is transformed into
a vector as (di,1, . . . , di,n), where n is 4, 800
and di,j is the tf · idf weight[10] of the jth
term in Di.

4.3 Performance Measures

We measure the classification accuracy at
both micro and macro levels. Three per-
formance measures are used to evaluate the
performance of each classifier: MicroAccu-
racy, MacroAccuracy and AccuracyVariance.
Let |C| be the number of predefined class-
es, and let |Ci| be the number of testing
news that are preclassified to the ith class,
and let N =

∑i=|C|
i=1 |Ci| be the total num-

ber of testing news articles. Let |Hi,j | be
the number of testing news in Ci that are
classified to Cj . Let Acc(i) = |Hi,i|/|Ci| be
the classification accuracy within class Ci.

MicroAccuracy is defined as
∑

i=|C|
i=1

|Hi,i|
N ,

which represents the overall average of clas-
sification accuracy. MacroAccuracy is de-

fined as
∑

i=|C|
i=1

Acc(i)

|C| , which represents the
average of the classification accuracy with-
in classes. AccuracyVariance is defined as∑

i=|C|
i=1

(Acc(i)−MacroAccuracy)2

|C| , which repre-
sents the variance of accuracy among class-
es. Note that we measured the classification
time on a PC with Pentium III 450(CPU)
and 192MB RAM.

In order to discuss the biased situation
that some classifiers prefer large classes than
small classes, we also adopt the performance
measures, recall, precision and F1 measure.
Recall(R) is the percentage of the documents
for a given class(category) that are classi-
fied correctly. Precision(P) is the percentage
of the classified documents for a given class
that are classified correctly. The F1 mea-
sure is one of the common measures to com-
bine the recall and precision, and is defined
as F1 = 2RP

(R+P ) .

4.4 Experimental Results

4.4.1 Improving Linear Classifier

First of all, as shown in Table 4, we had
the confusion matrix H by preclassifying the
documents in the training set. Secondly, we
identified the subclass Hr

i,j by partitioning
the documents in class Fj which were classi-
fied to the jth class into s partitions, where s
was determined manually and the value s ex-
perimented with included 2, 4, 8, 16, 32, 64,
128 and 256 in this study. As shown in Ta-
ble 5, we isolated 1017 subclasses before rep-
resentative qualification when s = 64. Note
that we only took those subclasses whose hr

i,j

were greater than or equal to 5 into con-
sideration in this study. Thirdly, we used
the representatives of the identified subclass-
es to classify the documents in the valida-
tion set, and had representative qualification
by selecting the representatives whose preci-
sion was greater than a given threshold 80%,
where the value of 80% was according to the
MicroAccuracy, about 75%, achieved by the
Rocchio linear classifier in this study. Fi-
nally, we classified the news in the testing
set with the representatives which consisted
of qualified representatives and those derived
from original classes. The comparison of the
performance with respect to different value s
is shown in Table 6. The best MicroAccura-
cy our approach achieved was 77.54% when
s = 64, and its corresponding MacroAccura-
cy and AccuracyVariance were 77.22% and
75.30, respectively, and the number of rep-
resentatives was 580, 568 derived from sub-
classes and 12 derived form original class.
We chose the case when s = 64 for further
discussions.
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Table 4: The confusion matrix H : the statistics of the classified news in the training set.
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Table 5: The distribution of subclasses(s=64).
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AccuracyVariance

# of representatives

Classification Time

s : the number of partitions

Table 6: The comparison of different number of partitions.



4.4.2 Overall Comparison

To evaluate the effectiveness of our ap-
proach, we compared with the linear clas-
sifier produced by Rocchio algorithm and
the k-Nearest Neighbor(kNN) classifier. Our
approach improved linear classifiers and
achieved the MicroAccuracy similar to that
of kNN did, with much less classification
time. Our approach also avoided the biased
situation[14] that prefers large classes than
small classes.

We briefly describe kNN classifier for com-
pleteness as follows. Given an arbitrary
request document X , kNN ranks its near-
est neighbors among the training documents,
and uses the classes of the k top-ranking
neighbors to predict the classes of the X .
The similarity score of each neighbor doc-
ument to the X is used as the weight of the
class of the neighbor document, and the sum
of class weights over the k nearest neighbors
are used for class ranking[16]. Note that
kNN is a well-known statistical approach,
and is one of the best performers in text
categorization[17]. We have performed an
experiment using different values of k, in-
cluding 5, 10, 15, 20, 30, 50, 100 and 200.
The best choice of k in our experiment is 50.

As shown in Table 7, the value 77.54% of
MicroAccuracy our approach achieved was
better than the value 75.20% of that Roc-
chio did, and was similar to the value 77.62
of that kNN did; the MacroAccuracy and Ac-
curacyVariance our approach achieved were
similar to that the Rocchio did, and are bet-
ter than that kNN did. Furthermore, the
classification time of our approach, about 9
minutes, was much less than that of kNN,
about 1 hours and 29 minutes. On the oth-
er hand, as shown in Table 8, most of the
values of F1 measure our approach achieved
were better than or equal to that Rocchio
did, except class C8. That is, our approach
improved the performance of linear classifier
while avoided the biased situation[14] that
prefers large classes than small classes.

4.4.3 Suggestions for Reorganizing
Class Structure

We might provide a suggestion to reorga-
nize the structure of classes with the rep-

resentatives whose classification precision e-
valuated in the validation was low. We
could observe the ambiguities between class-
es due to the characteristic of linear classi-
fier via those subclasses whose representa-
tives achieved low precision in the validation
set. As shown in Table 9, there were the
distribution of the number of the subclasses
whose precision was lower than 50%. Class
C1(Politics), for example, was a confused
class that highly corrected with the other
classes because there were 45 representatives
derived from class C1 to distinguish from the
other classes but failed to pass representative
qualification. Class C2(Economics) highly
correlated with class C11(Finance) as there
were 11 representatives derived from class
C2 to distinguish from class C11 as shown
in Table 5, but there were 5 representatives
as shown in Table 9. Similarly, there were
3 representatives derived from C11 to distin-
guish from C2 as shown in Table 5, but all
failed to pass representative qualification as
shown in Table 9.

5 Conclusions

In this paper, we have improved linear clas-
sifiers by increasing the number of repre-
sentatives for each class to compensate the
potential weakness of linear classifier which
compute one representative for each class.
We identify new representatives derived from
the subclasses which are respectively isolated
from the miss-classified documents and the
correct-classified documents via hypergraph
partition package. Then, we select the rep-
resentatives of the subclasses whose classifi-
cation precision evaluated by the validation
set is greater than a given threshold. Final-
ly, we classify the documents in the testing
set with the representatives which consist of
these new representatives and those derived
from original classes. To evaluate the effec-
tiveness of our approach, we have compared
with linear classifier produced by Rocchio al-
gorithm and the k-Nearest Neighbor(kNN)
classifier. Experimental results show that
our approach improves linear classifier and
achieves the MicroAccuracy similar to that
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Table 9: The distribution of the number of the representatives whose precision < 50%.



of k-Nearest Neighbor(kNN) did, but takes
much less classification time. Our approach
also avoids the biased situation that prefer-
s large classes than small classes. Further-
more, we might provide a suggestion to re-
organize class structure via the subclasses
whose representatives achieved low precision
in the validation set.
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