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Abstract

In this paper, we identify reliability issue for channelized wireless communication networks. Due to
the time variance and unstable properties of wireless communications, customized multiple-connectivity
wireless networks are necessary for many kinds of high-reliability communications. By introducing ge-
neric communication quality of service (QoS) assurance and concurrent multiple connectivity routing
mechanism, we can design arealistic and reliable wireless network.

We formulate a combinatorial optimization algorithm to develop a generic wireless system, which is
a multiple-sectorization, power controllable, customized multiple-connectivity, and communication QoS
assurance network. We integrate long-term channel assignment and sequential routing mechanisms to en-
sure communication grade of service (GoS) and improve spectrum utilization. The objective function of
this formulation is to minimize the total cost of network system subject to configuration, capacity,
k-connectivity, sequential homing, QoS and GoS constraints. The solution approach is Lagrangean re-

laxation with divide-and-conquer algorithms.



I.INTRODUCTION

Due to the rapid growth of wireless applications in the world, the reliability property is become a
critical issue for any uninterrupted communication system. One promising technique to overcome spec-
trum unstable property is multiple-connectivity. By specifying location-based customized multi-
ple-connectivity requirement, network designer must well deploy base stations (BSs) and arrange spec-
trum resource to ensure individual connectivity requirement concurrently [8].

Cedlular systems are generally recognized as spectrum-efficient by increasing the frequency alloca
tion, sectorizing the cells, and resizing the cells [4]. In this paper, we adopt severa resource allocation
mechanisms, consist of channel assignment, power control and cell configuration design issues, to opti-
mize spectrum utilization of wireless systems. For modeling generic architecture of realistic networks, we
allow each base station can be constructed by any number of smart antennas, whose radians and transmis-
sion powers can be adjusted as needed.

Efficient spectrum utilization is one of paramount importance when designing high capacity cellular
radio systems. The main idea behind channel assignment is to make use of radio propagation path loss
characteristics and IF filter in order to minimize the carrier-to-interference ratio (CIR) and hence increase
the radio spectrum reuse efficiency. In this paper, we integrate base stations (BSs) allocation, sectoriza-
tion planning, channel assignment, and power control mechanisms to optimize frequency resource aloca

tion problems. Efficient interference management aims at achieving acceptable carrier-to-interference ra-



tio (CIR) in al active communication links and optimizing the system capacity. We accumulate

co-channel interference (CCl), adjacent channel interference (ACI) and near channel interference (NCI)

astotal interference to evaluate communication QoS [2][7].

Furthermore, in order to ensure grade-of-service (GoS) and support real-time admission control, we

pre-route each mobile terminal (MT) by location-based sequentia homing mechanism. Sequential

homing policies can cooperate with fixed channel assignment mechanism to arrange channel resource

more efficiency and provide multiple-connectivity requirement [5][6].

We formulate the wireless network design and resource allocation problem as a combinatorial opti-

mization problem, where the objective function is to minimize total cost of system subject to configura-

tion, capacity, k-connectivity, sequential homing, QoS and GoS constraints. To the best of our knowledge,

the proposed algorithm is the first attempt to consider the problem with whole factors jointly and formu-

late it rigoroudly. This kind of problems is by nature highly complicated and NP-complete. Thus, we ap-

ply the Lagrange relaxation approach and the subgradient method to solve this problem.

The remainder of this paper is organized as follows. Section |1 provides the problem description, the

notation definitions and problem formulation. In Section |11, we adopt Lagrangean relaxation as our solu-

tion approach to dea with this problem. We also develop several algorithms to optimally solve dual

problem. Finally, the summary of this paper isin Section V.



I1.RELIABLE WIRELESSNETWORK DESIGN PROBLEM
A. Problem Description

In this chapter, we intend to establish a model to discuss an integrated wireless communication net-
work design and resource allocation problem. We study how multi-configuration sectorization antennas,
generic channel interference, and natural terrain-based radio propagation, will influence the performance
of cellular system. Furthermore, we consider the effects of multiple-connectivity and sequential routing
properties to enhance reliability of cellular networks. We develop a network design model to deal with
BS installation, capacity allocation, channel assignment, power control, and sequential route problems. In
order to satisfy the QoS level of requirement for each user in the network, we can adjust the configura-
tion/sectorization of each BS, channel assignment policy, power level of each sector, and sequential
homing policy of each MT to increase resource efficiency.

The system parameters are divided into six parts. (1) BS information (e.g. candidate base station (BS)
locations, available configuration types, capacity limitations, and downlink power levels), (2) MT infor-
mation (e.g. traffic demand, connectivity requirement and location), (3) system parameters (e.g. car-
rier-to-interference ratio (CIR) requirement, receiver sensibility, voice activity and call blocking rate), (4)
resource properties (e.g. number of available channels and NFD ratio), (5) cost functions (e.g. channel
license, antenna capacity and BS sectorization cost) and (6) propagation environments (e.g. topographical

and morphographical data).



The objective of this formulation is to minimize the total cost of wireless communication network

subject to: (1) capacity and configuration constraints of each BS, (2) generic channel interference and

QoS constraints, (3) k-connectivity and sequential homing constraints, and (4) call blocking probability

and receiver sensibility constraints for each MT. We develop severa algorithms to determine total num-

ber of channels required, configuration/sectorization of each base station, transmission power of each

sector, channel assignment plan of system, candidate homes of each MT, sequential homing policy, and

average call blocking probability under k-connectivity constraints.

B. Notations
Table 1. Notations for given parameters.
Given Parameters
Notation Descriptions

A The set of sector number Ac{A,, A, A, AL AL A}

The set of mobile terminals

The set of BSsin the system

The set of all kinds of sectorization and deployment types

M aximum number of available channels

T
C
M
S The set of permutation for MT t which isinteger valueand S =1{L,2,...,K, }
w
Gia, An arbitrarily large number for Sector a,, of BS]

K, Connectivity requirement of M T t to connect with K; candidate homes
Ly Path loss ratio of radio propagation between BS|j and MT t
Voice activity

Receiver sensitivity of each MT (in Watt)
Required CIR constraint




A The mean traffic arrival rate of MT teT (in Erlang)

B, Required grade of service (GoS) of MT t

of Upper bound of aggregate traffic for Sector a,, of BSj

Nia, Upper bound of channel number for Sector a,, of BS j

P, Upper bound of transmission power of Sector a,, of BSj

Bis Upper bound of call blocking probability for MT t on permutation s

B Lower bound of call blocking probability for MT t on permutation s

F Upper bound of total number of required channels for system
F

Lower bound of total number of required channels for system

Blocking probability function for Sector a,, of BS j, whichisaErlang-B formula of

traffic demand and available number of channels.

NFD ratio which isformed as a function of the channel separation normalized to the
bit-rate

A Configuration cost of BS sectorization type m

Ac(n ian ) Capacity cost function of equipmentsto assign n,,  number of channels

Ac Spectrum frequency license fee

Table 2. Notations descriptions for decision variables.

Decision Variables

Notation Descriptions

Cim Decision variable of Sectorizationtype m for BS |

N, Number of channels assigned to Sector a,, of BS |

Pia, Effective isotropic radiated power (EIRP) of Sector a, onBS | (inWatt)

Oia, Aggregate flow on Sector a,, onBS jeC (inErlangs)

Kia, Decision function whichis1if MT t can be served by Sector a,, of BSj and O otherwise

Xja s  [HOmMiNg decision variable which is 1 if Sector a,, of BS | isselected as the s" candidate]




path of MT tand O otherwise
Yia, Decision variable for channel assignment for Sector a,, of BS | about Channel i
f, Licensed channel
Call blocking probability for the s" candidate homing policy for t which belongs to dis-
% | retesa B, € K, ={0,0.010.02,..., Bi}
by, Blocking probability of Sector a,onBS | whichisreferenced by MT t

C. Problem Formulation

Objective function (1P1):

Zpy=min Y YA (N )+ DA Cp+ D AT, (IP1)
jeCaneA " jeC meM ieF
subject to:
[1B. <5 vieT (1)
seS
;%A&j%sh,—% =B, vteT,seS (2
d(n, ,9;, ) =hy, vteT,jeC,a,cA (3)
s1

A3 ( 18- 0, vicCacA (@
te Se =!

Pian (v 4k, )+ (2-y,, K

oL Viiay * Sia, J5\E™ Yiia, =Ko, [Sja,
y<—3 vteT,ieF,jeC,a, A (5)

p"a‘ . .y
r 2 sy,00-)

j'eCH{ j}a'meA tj' i'eF

Ko 6 < it VteT,jeCa cA  (6)
Ly

jZe(‘,:aZe)A&;%s =1 vteT,seS  (7)
sttjams:ktjam vteT,jeC,a, A (8)




2 2K, 2 K, vteT  (9)

jeCaneA

Zyijam =N, vVieC,a, €A (10)
ieF

amZeA(y”am + Vi, ) <1 VieF,jeC (1)
> <W (12)
ieF

Yia, < f, VieF,jeCa, A (13)
Yia, < Cim VieF,jeC,a,es AmeM (14)
Pia <P, xéyijam VieC,a,e A (15
Ycn=1 vVieC  (16)
meM

C;,=0o0rl VieC,meM (a7
Yia, =00r1 VieF,jeCa, A (18)
Xja s =00r1 VteT,jeC,a, e Ase§ (19)
ktjam:00r1 VteT,jeC,a,cA (20)
f,=0o0rl VieF (21)
Yiel ja, =0 VieF,jeC,a, e A (22)
0<p, gf)jam vieC,a,e A (23
0<n, <ng, VieC,a, cA. (24)

The objective function is to minimize the total cost of wireless communication networks, such as

costs of (1) fixed instalation cost of base station j, (2) capacity equipment cost, and (3) the spec-



trum-licensing fee. These items are the major costs in involved in configuring a cellular network. Con-
straint (1) is the acceptable upper bound of call blocking probability requirement of each MT. Constraint
(2) isfor calculating the call blocking probability of MT t on the permutation s. Constraint (3) decom-
poses the call blocking probability of Sector j by introducing one additional notation b, . Constraint
(4) calculates the aggregate traffic for Sector j € C under sequential routing effect. Constraint (5) en-
sures the CIR constraint for received radio QoS of every MT. Constraint (6) ensures receiver sensitivity
of each MT t must be guarantee. Constraint (7) ensures at most one candidate homes of MT t can be se-
lect on permutation s. Constraint (8) enforces each candidate home must be selected on a permutation.
Constraint (9) enforces the k-connectivity constraint of MT t. Constraint (10) calculates the total capacity
of channels for each sector. Constraint (11) enforce adjacent channel must not be assigned to the same BS.
Constraints (12) and (13) ensure the number of assigned channels is less than the total available channels.
Constraint (14) ensures channel can be assigned only if this sector is deployed on BS j. Constraint (15)
ensures transmission power can larger than zero only if we have assigned some channels on this sector.
Congtraint (16) enforces that only one sectorization type can be selected for each BS. Constraints (17) to
(21) enforce the integer property of the decision variables C,,, Vi, » Xjass Ko - and f; respectively.

Constraint (22) limits boundary variable is not used. Constraints (23) and (24) enforce the feasible regions

of decision variables p;,, and n, .



[11. SOLUTION APPROACH

By using the Lagrangean Relaxation method [1], we can transform the primal problem (IP) into the
following Lagrangean relaxation problem (LR) where Constraints (3), (4), (5), (8), (9), (10), (11), and (13)
are relaxed:
A. Lagrangean Relaxation

For a vector of Lagrangean multipliers, a Lagrangean relaxation problem of IP1 is given by optimi-
zation problem (LR1):

Z gt o 1t e 1 1 ] 11 )=

min > > Ac(n )+ > DA Cpn+D AT,

jeCa,cA jeC meM ieF

+Z Z Zﬂt?am (d(niam’gjam)_btjam) z z ﬂlam(zﬂ‘t Z(Xﬂaﬂslj Btk) gjamj

jeCaneAteT jeCaneA teT  se§
P al, P 1. P; Mia, ZG'am
X X D | X X Ve, 0T =1D) == (S =Gy )(Via, Ky )
jeCapeAieF teT j'eCH{j}a'neA t] i'eF Y 2Lt] v

3525 bR SIG [5 % (I8 30 T I 7 ) VA

jeCaneAteT jeCaneA jeCaneA

jeCieF jeCapeAieF

+ ZZMJ( Z(Vijam + Yo ja, )_1j DIV (yijam -1, (LR1)

subject to: (1), (2), (6), (7), (12), (14), (15), (16), (17), (18), (19), (20), (21), (22), (23) and (24).

In this formulation, g, ,uf o tga Mg 10, 15 o 4, 1, are Lagrange multipliers and

Mo 1141 2 1, >0 are non-negative integers. To solve (LR1), we can decompose it into the following

10



four independent optimization sub-problems.

Subproblem (SUB1): (related with decision variables By, by, ,and X, )

s1
ZSLJBl =min Z Z sztjams(/ujzamitn Btk +/ut?amj - Z Z z :ut:jLambtjam (SUB]')
jeCan,eAteT se§ k=1 jeCapeAteT
subject to: (1), (2), (7), (19), and
D X s <1 VteT,jeC,a,e A (25
seS
B, < B, <Bs VteT,seS,B. eK, (26)
O0<b;, <1 vVteT,jeC,a, € A. (27)

Because multiplier ﬂ,—zam is not required to be positive, this formulation is a signomia geometric
programming problem, which is more complexity and difficult than polynomia programming one. For
dealing with this problem more efficiency, we constrain decision variable B, to a discrete limited set
K, ={B, B, +0.01, B, +0.02,...,Bs —0.01, Bs} by introducing an additional Constraint (26) where
notations B, and Bis are asensible lower bound and upper bound. According to experience, the upper

bound B is determined by (1) a artificial threshold: limit the blocking probability to a sensible upper
bound of blocking probability (i.e. 20%) or (2) a worst case value: calculate the worst-case blocking
probability by duplicate all of traffic from al of users and route to all of candidate homes. The lower
bound B, can be determined by only routing the traffic of thisMT to candidate home and than calculate
the blocking probability.

With loss generality, we introduce Constraint (25) that is implied from Constraints (8) and (20) to

11




keep physical meaning of decision variable x,, .. As the discrete property of x;, ¢ and B, we can
exhaustively search for all possible valuesof x,, ; and B,. For improving dual solution quaity, we in-
troduce an additional Constraint (27) to limit decision variable by, in feasible region. Therefore, deci-

sion variable b

s, Can be determined by the following statements,

1, if thjams =0 and “;am >0
seS;
seS
Be, if D X =1
seS

where the assignment purpose is to minimize the objective value under a given combinatorial situa-

tion of x,, ¢ and B,. We can decompose this problem into [T| independent sub-problems. Each sub-

problem solves the following problem (SUBL1t),

s-1
ZSJB 1t = min Z Z Z thams[ﬂjzamﬂ’tlk_[ Btk + lut?amj - Z Z :ut:}-ambtjam
=1

jeC apeA seS; jeCaneA

subject to: (1), (2), (7), (19), (25), (26), and (27).

We can solve each subproblem by the following steps.

Step 1. Initial variable minvalue=MAX_VALUE.

Step 2. Select one feasible set of blocking probability values, which satisfy the feasible region de-
fined by Constraints (1) and (26), and assign to temporary set tempSetB for each permuta
tion se§={12..K} . Let passedSector={} , and remainingSector =
remainingSector ={all pairsof (BSd, Sectorld) in thesystem} .

Step 3. Under a certain call blocking probability set, we arrange the homing decision variable

tempX in ascending order of its coefficient Coef (x,, ;) by fixing permutation, where

tja,s

12



s-1
Coef (Xyo o) = i3 A ] tempB  + s, .
k=1

Step 4. For each permutation se § ={12,...,K,}, we assign the smallest tempX to equa 1 if

tja,s
Sector (j,a,) belongs to set remainingSector . To satisfy Constraints (7) and (25), we re-
move this sector (j,a,) from set remainingSector and insert it into the other set

passedSector .

Step 5. For each sector (j,a,,), weassign temp_b,, toequa tempB, if Sector (j,a,) belongs

toset passedSector . Weassign temp_b,, toequal 1if ,utfam >0 and O otherwise.

Step 6. Under this certain tempSetB , calculate the objective value by tempMin=

Y. > > tempX,,  xCoef (X, )— D > i, temp_b, . If tempMin smaller than min-

jeCancAse§ jeCaneA

Value, we assign Xy, ¢, By, . By, and minvalueto equal tempX temp_by, , tempB,

tiap,s !
and tempMin, respectively.

Step 7. Go to Step 2 to exhaustively search other possible power set tempSetB .

Subproblem (SUB2): (related with decision variables g, and n,, )

Zgye =Min)_ 3 (AC (Njs,) _ﬂjzamgjan _ﬂ?amnjam +Zlut}and(njam'gj%)] (SuB2)
jeCapeA teT

subject to: (24) and

0< O, géjam vVjeC,a, eA. (28)

We add a redundant Constraint (28) to improve dual solution quality. We decompose this problem

into |C|x]A| independent sub-problems. Each subproblem solves the following problem (SUB2jay,),

13




Zssmja, =MINAC(NG, )=, Qi — i Nia, + 2tk A5 1 G5a)
teT
subject to: (24) and (28).

Because decision variable n;, is a positive and limited integer, we can exhaustive search n,,

from zero to nj, . When give acertain value of n._ , the call blocking probability term d(njam,gjam) is

B ?
a convex function of decision variable g;, . If multiple ,ut}am >0, problem Zg,,,  becomes a convex
function. To minimize objective value, the optimal g, can be found by using line search technique
(e.g0. golden section method). Otherwise, if multiple ﬂéam <0, problem Zg,g,;, becomes a concave
function and the optimal solution will occurs either g,, =0 or g,, =g, . The upper bound g,

can be determined by function d(ﬁ ian,J jam)=5tjam where Etjam is an artificial probability threshold for

MT t being blocked by its candidate home jan,

Subproblem (SUB3): (related with decision variables ¢, Ky, , Pj, ,and Y, )

jm?

. 1, P
Zggs=min > > AnCin -2 Zktjam(:ut?am +ﬂ§+_(1_%_Gj%)Zﬂt:?j%]
ieF

jeC meM jeCapeAteT V4 2Ltj

3 3
Hijj G'a p'a Hiji p Sy
+ZZZVU%Z( e o T e B Y DMy, Ol D]

jeCapeAicF teT V4 Ltj 2?/ Ltj j'eCH j} a'eAi'eF
+2 2 2 Via, (/“?am + My T M +ﬂi?am) (SUB3)
jeCapeAieF

subject to: (6), (14), (15), (16), (17), (18), (20), (23), and

> Via. <Nia, VieCa,eA (29

ieF

Ho; =0 VjeC,a,eA. (30)
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Without loss generality, we add an additional constraint (29) to improve quality of solutions. To ag-
gregate decision variable vy, , we reformulate this subproblem by removing Constraint (22) and intro-
ducing an additional constraint (30).

Constraints (16) and (17) ensure that there is only one kind of sectorization can be deployed for each
BS. Furthermore, Constraints (14) and (15) enforce that only the sectors belong to selected configuration

type can be assigned channels and transmission power. Therefore, we decompose this problem into |C|

independent subproblems (SUB3j) and exhaustive search any kind of configuration c,, for each BS.
After atemporary configuration tempC,  is determined, we can exhaustive search transmission power
P, fromzeroto p,, .

Under this certain configuration combined with ¢, and p;, , the remaining decision variables are

Yia, and Kk, .We can decompose the remaining problem into |A| subproblems (SUB3jay,) as follows.

. 1, P
Zge 3ja, — MIN _zktjam :ut?am +ﬂ§+_(]_%_Gjam)Zﬂt?jam +Zyijam(:u?am +/u(7i—1)j +ﬂij7+ﬂi?am)
teT V4 2Ltj ieF ieF
/ut?jamGjam Pia, /ut?jam Pia, 3 o(li-i SUB3
+Zyu%z - + _ Z Z _Zluti‘j'a‘m ([i=i]) ( j am)
ieF teT V4 Ltj 2}/ Ltj j'eCH j}a' eAi'eF

subject to: (6), (14), (15), (18), (20), (29) and (30).

For smplicity purpose, we denote the coefficients of k;, and vy, as Coef(ktjam) and

Coef(y, ) respectively. That is  Coef(k, )= y§%+yf+1(2fm
y

- Gjam )iEZF:ﬂt?i% and

1]

15



5 G _

3
Ly L
g z z Zyt?j.a.m&’(h —i |)D +,u?am +,u(7i_1)j +,uij7 +y§am )
2y jeCqijaneAicr

»

teT

Therefore, we can arrange the contribution of each decision variable to minimize Subproblem (SUB3jay).

We can solve this subproblem (SUB3jay) by the following steps.

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Initial minvValue=MAX_VALUE

For solving (SUB3), we select one type of sectorization configuration for each BS and assign

the correspond variable tempC,,, to equal one.

To solve (SUB3jan), we exhaust search any feasible transmission power level and assign to

temporary variable tempP,,  for each Sector (j,a,,).

For homing purpose, we calculate Coef (ky, ) for each Sector (j,am) and sort tempK,

in descending order of Coef (ky, ).

For minimizing objective value purpose, we assign tempK to equal one if

tiam

Coef (ky, ) 20 and Constraints (6) is feasible. Otherwise, we assign tempK,,  to become

tiay
zero.

For channel assignment purpose, we calculate Coef (yijam) for each channel i and arrange
the channelsin ascending order of Coef (yijam )

For minimizing objective value purpose, we assign tempY;, tooneif Coef(y;, )<0 and
ZtempYijam <Nja, . Otherwise, we assign tempY,, to zero.

ieF

Cdculate the temporary objective vaue under the power set tempSetP by

16



tempMin=Z(tempYijamxCoef(yijam))—Z(tempKtjamxCoef(ktjam)) . If tempMin smaller

ieF teT

than minValue, we assign c;,, Ky, , P and minvalue to equal tempC,,,

i ' Yiiay

tempP,, , tempY;, , tempK,, ,and tempMin, respectively.

tjay *

Step 9. If there is any possible power level has not been tried, go to Step 3 to exhaustively search

other possible power tempP,, . Otherwise, go to Step 2 to try other configuration types.

Subproblem (SUB4): (related with decision variables f;)

Zgpa=min D f (AF -3 Zui?amj (SUB4)

ieF jeCaneA
subject to: (12), (21), and

E<y f <F. (31)

According to experience, we intend to find the lower bound F and upper bound F of > f, to

ieF
improve efficiency and quality of both dual and primal solutions for this subproblem. Therefore, we en-
hance the effect of Constraint (12) by introducing additional Constraint (31). Upper bound F can be the
smaller one between the capacity upper bound summation of every BS or the total available channelsin
the system. However, it is difficult to find tighter lower bound E in this subproblem. We develop a

lemma for finding lower bound of required channels.

We can solve this problem by the following a gorithm.

Step 1. Arrange the channels in ascending order of Coef (f)=A. =3 > 4y .

jeCaneA

17




Step 2. According to Constraint (31), if > f <F, we assign f, to equa one. If F<> f <F

ieF ieF

and Coef(f)<0,weassign f, toegua one. Otherwise, weassign f, toequal zero.

B. The Dual Problem and the Subgradient Method
According to the weak Lagrangean duality theorem [GEOF 1974], for any
ﬂt:i)}am’ﬂts’ﬂij?’ﬂijsam 20,2, = maXZLRl(:ut:}-am’:ujza,mhut?jam’ﬂt?am7#5’#?31“’ﬂij77ﬂi?am) is a lower bound on Z, .

The following dual problem (D1) isthen constructed to calculate the tightest lower bound.

Dual Problem (D1):
Z,, = max ZLm(ﬂéam My Mg My S M ,ﬂi?,ui?am)
subject to:

o+ Mg 1 2 M 20

In this dual problem, let a (|C|x Mx UT|><QF|+2)+|F|+2]+|F|}+|T|)—tup|evector g be a subgradient
of problem ZLRl(yt}am M s M ,yt;‘am,yf,yfam,yi},yi?am). In iteration k of the subgradient method

[3], the multiplier vector = = (sl 4% pula spuls 18 6wl 12 ) is updated by 7 =

h —
7% +t*g*. Thestep size t* isdetermined by tkzd%‘%l(m,where Zp,, istheprimal objective
g

function value from a heuristic solution (an upper boundon Z,,,) and ¢ isaconstant between zero and

two.
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IV.CONCLUSION

The proposed agorithm is the first attempt to consider the network design problem with whole fac-
tors jointly and formulate it rigoroudly. In this paper, we identify reliability issue of channelized wireless
communications by introducing customized multiple-connectivity effect. The proposed agorithm not
only designs a multiple-connectivity network but aso guides to route MT among its candidate homes se-
quentially. Sequential routing mechanism can cooperate with fixed channel assignment to guide real-time
admission control to improve GoS and maximize long-term revenues. Therefore, we integrate consider all
of these problems together.

By introducing generic interference and propagation model, we can adopt any kind of propagation
prediction models or practical radio measurements to evaluate cell coverage and ensure communication
QoS [9]. That is the other critical part for this system to assign channels more efficient and design a real -
istic wireless network, which is multiple-sectorization, power controllable, customized multi-
ple-connectivity, and communication QoS/GoS assurance.

We formulate a combinatorial optimization algorithm to deal with this problem by integrating
long-term channel assignment and sequential routing mechanisms to ensure communication grade of ser-
vice (GoS) and improve spectrum utilization. The objective function of this formulation is to minimize
the total cost of network system subject to configuration, capacity, k-connectivity, sequential homing,

QoS and GoS constraints. Because this problem is NP-complete, the solution approach we adopt is La-
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grangean relaxation. Due to the time variance and unstable properties of wireless communications, the

proposed agorithm is helpful to design high-reliability wireless communication networks.
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