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Abstract 

Many multimedia applications, including audio 

and video, require quality of service（ QOS）

guarantees from network. A typical user is only 

concerned with the QOS requirements on end  

-to-end basis and does not care about the local 

switching node QOS. In this paper, we propose 

a general framework to map the end-to-end 

QOS requirement into the local switching node 

QOS requirements. Most of recent research 

efforts only focus on worst-case end-to-end 

delay bound but pay no attention to the problem 

of distributing the end-to-end delay bound to 

local switch node. Therefore, we focus on the 

local switching node QOS requirement and 

design a novel QOS requirement allocation 

scheme to get better performance. Using the 

number of maximum supportable connections as 

the performance index, we derive an optimal 

delay allocation（ OPT） policy. In addition, we 

also design an analysis model to evaluate the 

proposed allocation scheme and equal allocation

（ EQ） scheme, which apply to the switching 

nodes along the flow’ s path with the Rate 

-controlled scheduling architecture, including a 

traffic shaper and a fair queueing scheduler. 

1. Introduction 

The newly applications of high-speed 

integrated service networks is to provide quality 

of service guarantees, such as packet loss ratio, 

end-to-end delay, and throughput, to follows 

requiring different classes of services. Hence, 

the network needs to reserve resources, for 

example, buffer and bandwidth, to promise the 

performance requirements for each application. 

There are two categories of guaranteed-service 

models in order to support guaranteed-service 

applications [4,5]. One is the deterministic 

guaranteed service. This model can promise the 

worst-case performance bound for all packets in 

the same connection and get better quality of 

service. The other is the statistical guaranteed 

service. This model only promises probabilistic 

performance bound but gets the higher 

utilization from network. No matter what the 

service is deterministic or statistical, the 

improvement of network utilization is an 

important consideration. 

Recent research efforts only focus on 
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worst-case delay bound but pay no attention to 

the problem of distributing the end-to-end delay 

bound to the local switching node 

[2,3,7-9,13,14,16-18]. How to map the 

end-to-end QOS requirements into the local 

switching node QOS requirements is the one of 

the most important considerations for 

maximizing network utilization. In order to 

improve the network utilization, when the new 

connections is admitted and enter to the network 

after admission control, they equally allocate the 

excess delay and reserve the same bandwidth at 

each switch along the flow’s path. In [5], the 

author has proposed a scheme that first 

computes the aggregated local worst-case delay 

bound, and calculates the difference between the 

aggregated value and the application-required 

delay. Then, the excess value is equally assigned 

to the local switching node along the flow’s path. 

However, it cannot improve the network 

utilization efficiently. Our approach is based on 

the mapping of QOS requirement into local 

resources to be reserved at each scheduler. In 

this paper, we addressed the following issues: 

l How to allocate the end-to-end 

delay to the local delay? 

l How many connections for this type 

of application can be allowed into 

the network under the different 

allocation policies? 

l Which factor will affect the 

allocation policy? 

We consider the Fair queueing packet 

scheduling policy [3-5,12]. We use the 

Rated-controlled service architecture to prevent 

the traffic distortion [11,15,19,20]. The 

Rated-controlled service architecture consists of 

a traffic shaper and a scheduler. The traffic 

shaper can shape the incoming traffic at each 

switching node as they enter the network by 

controlling the output time of packets in a traffic 

shaper. Here, we use fair queueing as the 

scheduler because the fair queueing is easy to 

implement and offers a diverse set of delay 

bounds to connections. In addition, routing of 

connections is not addressed. We assume that 

the routing decision has already been made. This 

allows us to focus on the problem of resource 

allocation without having to address the 

combined problem of route selection and 

resource allocation. In section 2, we define our 

system architecture and show how to compute 

the end-to-end delay bound under this 

architecture. Section 3 will propose the 

admission control procedure and analyze the 

allocation policy. Section 4 will give some 

important numerical results. Section 5 is our 

conclusion and future direction. 

2. System Architecture 

DS KIn A1 1 AKA2 2

Dn(In||A1) Dn(A1,A2) Dn(AK-1,AK) Dn
K

Fig. 1 The end-to-end delay computation model 

Input traffic

Traffic Shaper 1

Traffic Shaper 2

Traffic Shaper N

...

Rate Controller

Scheduler

 

Fig. 2 The architecture of the switching node 

In this section, we described our system 

architecture and the computation of the 
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end-to-end delay bound. We first add a policing 

function for every connection at the entrance of 

the network to shape the incoming traffic. We 

define ),( tssI n +  be the number of bits that 

arrive in the interval ),[ tss +  for connection n. 

Let 0),( =+ tssI n  for 0≤t , otherwise 

0),( >+ tssI n  for 0>t , and 0,, ≥lnn ρσ , 

such that  

)(),( tItltssI nnnn =++≤+ ρσ  

We call )(tI n  the input traffic envelope. Where 

nσ  is the bucket size and nρ  is the average 

arrive rate [11,15]. We assume all packets have 

the same length and equal to l . Therefore, we 

use the leaky bucket model to characterize the 

input traffic. Suppose one application wants to 

enter the network , and this application has the 

input traffic envelope )(tI n . Consider the 

end-to-end delay as the application’s QOS 

requirement. For a single connection n that 

passes through K switching nodes as in Fig. 1, 

we assume that before the packets enter the 

scheduler of node m, they pass through the 

traffic shaper m
nA  as the fig.2 shown. Moreover, 

we assume the propagation delay for each 

output link is zero. Let ),( 1+m
n

m
nn AAD  denote 

the delay that a packet from connection n 

experiences between the time it exits shaper 
m
nA  and 1+m

nA , for the fig. 1 described. Ref. [10] 

has shown that 

),||(),( 11 += +≤ m
n

m
nn

m
n

m
n

m
nn AADDAAD ········(1) 

Where m
nD  is the upper bound of the 

scheduling delay at node m, and )||( 1+m
n

m
nn AAD  

denote the upper bound of the delay in the 

shaper 1+m
nA  where the input of shaper 1+m

nA  is 

the output of the shaper m
nA . From the fig. 1, 

we find that the end-to-end delay nD  of the 

connection n with the input traffic envelope 

)(tI n  is  

.),()||(
1

1

11 ∑
−

=

+ ++=
K

m

K
n

m
n

m
nnnnnn DAADAIDD  

From equation (1), we have 

.)||()||(
1

1

1
1

1

1 K
n

K

m

m
n

m
nn

K

m

m
nnnnn DAADDAIDD +++≤ ∑∑

−

=

+
−

=  

We will compute the end-to-end delay nD . 

First, we consider )||( 1+m
n

m
nn AAD . Note that if 

traffic envelope )()( tBtA ≤ , then 

0)||( =BAD . Therefore, we use the same 

parameter for all traffic shaper at each switching 

node, that is, )(tA m
n )()(1 tAtA n

m
n == + , for each 

m=1,2,… , K-1, then  

0)||(
1

1

1 =∑
−

=

+
K

m

m
n

m
nn AAD  

Reference [17] has shown that use the identical 

traffic shaper nA  to replace the various traffic 

shapers for each switching node will have the 

same worst-case end-to-end delay bound. Hence, 

the worst case end-to-end delay bound nD  is 

given by 

∑
=

+≤
K

m

m
nnnnn DAIDD

1

1 )||(  

Secondly, we consider )||( 1
nnn AID . We 

assume tltI nnn ρσ ++=)(  . However, how to 

assign the parameter of traffic shaper nA ? The 

choice of this parameter will affect the 
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end-to-end delay bound. In the following, we 

will discuss this problem. 

We first let thtA nnn += σ)( . For the 

traffic of the sources entering the first shaper, it 

must satisfy that the average output rate is great 

or equal to average input rate, nnh ρ≥ . 

Otherwise, it will result in an infinite delay at 

the first shaper. For the stability condition, we 

have ,m
n rh ≤  at each switching node m, where 

mr is the available output capacity at switching 

node m. Therefore, for the envelope of the 

traffic shaper, we have the following inequality. 

m
nn rh ≤≤ρ  

Note that the service rate m
ng for the connection 

n at switching node m must satisfy following 

equation. 

mm
nn rgh ≤≤  

Hence, we can define nnh ρ= , and the above 

equation will become 

mm
nn rg ≤≤ρ . ··········································(2) 

Since this assignment can have the maximum 

flexibility for the allocation of the service rate 
m
ng  at each local switching node, even it may 

not have the optimal (minimum) end-to-end 

delay bound. Because the evaluation for the 

different delay allocation policies is the purpose 

of this paper, we believe this restriction will not 

affect our results of evaluation. Now we define 

ttA nnn ρσ +=)( . And then 

nn

nn
nnn

ltAtI
AID

ρρ
=

−
=

)()(
)||(

1
1 , 

Thirdly, we consider ∑
=

K

m

m
nD

1

. It is the 

scheduling delay bound at each switching node. 

Since the input of the scheduler is the output of 

the traffic shaper nA . If we let the service rate 

of switching node m for the connection n is m
ng  

and the scheduling algorithm at each switching 

node is fair queueing, then the worst scheduling 

delay bound for connection n at the switching 

node m is [2,9,13,19] 

mm
n

nm
n C

l
g

D +=
σ

.········································(3) 

Where mC  is the capacity of the output link for 

switching node m, and l is the packet length. 

Finally we can get the end-to-end delay bound 

nD for connection n is  

∑
=

++=
K

m
mm

n

n

n
n C

l
g

lD
1

)(
σ

ρ
·························(4) 

In next section, we propose an admission control 

procedure that we used by this result and 

analyze two allocation policies for the 

end-to-end delay requirement. 

3. The analysis model 

Take the service rate constraint in eq. (2) 

into eq. (3), we define 

m
n

nm
n C

ldmax +=
ρ
σ

, ··································(5) 

and 

mm
nm

n C
l

r
dmin +=

σ
, ·································(6) 
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Where m
ndmax  is the maximum value of delay 

bound from connection n at node m, and 
m
ndmin  is the minimum value of delay bound 

from connection n at node m. 

Consider a single source-destination route, 

where there are K nodes. If a connection n wants 

to enter the network with the traffic envelope 

being tltI nnn ρσ ++=)( , 0≥t  and the 

end-to-end delay requirement is D. We compute 

the maximum value and minimum value of 

end-to-end delay max
nD  and min

nD  based on eqs. 

(4), (5), and (6) with 

∑
=

+=
K

m

m
n

n

max
n dmaxlD

1ρ
 

and 

∑
=

+=
K

m

m
n

n

min
n dminlD

1ρ
 

That is, under the condition of the input traffic 

envelope being tltI nnn ρσ ++=)( , 0≥t , if 

the end-to-end delay requirement of the new 

connection n is belong to the interval 

[ ]max
n

min
n D,D , it implies the network can support 

the need for this connection. The connection 

will be accepted and the excess delay should be 

allocated properly for network utilization. If the 

end-to-end delay requirement D is larger than 

the maximum value of end-to-end delay maxD , 

that means the delay requirement of the new 

connection is low, the network also can accept 

the connection and must allocate the local delay 

with the value m
n

n

C
l

+
ρ
σ  for each switching 

node m to ensure the schedulable region under 

fair queueing scheduler. However, even there 

were many admission control methods proposed 

[1,6,12], we adopt our admission control 

procedure as follows: 

(1) If minDd < , then the connection is 

rejected, 

(2) If maxDd > , then the connection can be 

accepted and we allocate the local delay 

with the value of m
n

n

C
l

+
ρ
σ  for each 

switching node m. 

(3) If maxmin DdD ≤≤ , then the connection can 

also be accepted and we can make the 

proper allocation policy for the end-to-end 

delay requirement. 

In our analysis model, we used the fair 

queueing scheduler as our scheduling algorithm, 

unlike FCFS scheduler, it service packets with 

separate queues for different connections even 

in cross traffic model. That is, cross traffic 

model is only a combination of several tandem 

models. Therefore, it is enough to show the 

differences for different allocation policies 

under tandem model. In the following, we 

analyze two different allocation policies: equal 

allocation (EQ) and optimal allocation (OPT) 

policy under a tandem network model. 

3.1 EQ policy 

Assume that the maximum value of 

end-to-end delay upper bound from node 1 to 

node K is maxD , the minimum value of 

end-to-end delay lower bound is minD . The 

end-to-end delay requirement for the new class 

application is D, maxmin DDD ≤≤ . First, we 

consider an EQ policy that assigns an equal 

amount of the extra end-to-end delay 
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requirement for a connection to each switching 

node. In the following we will calculate the 

number of allowable connections, EQN , for this 

new class under the EQ policy. With this value, 

we can evaluate the allocation policy and derive 

the delay allocated to node m. Let md∆  be the 

amount of the extra delay at node m, then 

K
Ddd minm −

=∆ , 

Since the amount of the extra delay is allocated 

to each switching node equally. dd m ∆=∆ , for 

K,,,m K21= . Let mN  be the number of 

supportable connections for node m, and 
m
ndmin  be the minimum value of delay bound 

for connection n at node m. Consider the worst 

case, then 







 +=∆+ mm

nmm
n C

l
r

Nddmin σ , ·················(7) 

We have 

mm
n

m
nm

C
l

r

ddminN
+

∆+
=

σ
, K,,,m K21=∀ , 

Let 

{ }K
f N,,N,NminN K21= .·························(8) 

For the stability condition, the sum of all 

arriving rate must be no more than the capacity 

of all the links. Therefore, 

m
ns

n

i
i CN <+∑

−

=

ρρ
1

1

, Km ,,2,1 K=∀ , 

Where sN  is the maximum number of new 

connection under stability condition. And then, 

n

n

i
i

m

s

C
N

ρ

ρ∑
−

=

−
<

1

1 , 

















 −
=

∑
−

=

n

n

i
i

m

s

C
N

ρ

ρ
1

1 .···································(9) 

Combine eqs (8), (9) , then we have 

{ }sfEQ N,NminN = . ·································(10) 

Finally, Replacing mN  of eq.(7) with EQN , we 

can derive the delay that is allocated to node m. 

3.2 OPT policy 

Next, we consider the optimal allocation 

policy. We want to determine the value of the 

allocated delay that maximize the number of 

connections. Let N be the maximal number of 

connections for the new class. And let md∆  be 

the amount of extra delay at node m in OPT 

policy, then 

min

K

m

m DDd −=∆∑
=1

, 

Where D is the end-to-end delay requirement of 

new application, and minD  is the minimum 

value of end-to-end delay. 

For each switching node m considering the 

worst case, 
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 +=∆+ mm

nmm
n C

l
r

Nddmin σ , ···············(11) 

Then,  

mm
n

mm
n

C
l

r

ddminN
+

∆+
=

σ
, 

We let 



















+

∆+
=

mm
n

mm
n

f

C
l

r

ddminN
σ

.····························(12) 

For the stability condition, the sum of all 

arriving rate must be no more than the capacity 

of all the links. Therefore, 

m
ns

n

i
i CN <+∑

−

=

ρρ
1

1

, K,,,m K21=∀ , 

Where sN  is the maximum number of new 

connection under stability condition. And then, 

n

n

i
i

m

s

C
N

ρ

ρ∑
−

=

−
<

1

1 , 

















 −
=

∑
−

=

n

n

i
i

m

s

C
N

ρ

ρ
1

1 . ·································(13) 

Combine eqs (12), (13), then we have 

{ }sfOPT N,NminN = . ································(14) 

Finally, Replacing N  of eq.(10) with OPTN , 

we can derive the delay that is allocated to node 

m. 

4 Numerical results 

In this section, we present some numerical 

examples to compare the performance of the EQ 

and OPT delay allocation polices. Two 

performance measure indexes are adopted to 

decide the efficiency and optimality of the 

allocation policies. One is the network 

utilization, in terms of the number of 

supportable connections. Moreover, another 

index is the relative gain (RG) to evaluate the 

optimality of the allocation policy. 

N 1 3C1 C22 DC3
 

Fig.3 Tandem model 

Fig. 3 shows this model consisting of a 

single source-destination pair of nodes in an 

ATM network. Each packet be assigned to the 

same size l = 53 bytes. Suppose the network has 

three nodes and only a single route. The capacity 

for the links of all nodes is 300 packets per 

second, and the remained capacity for the link of 

node 1 and node 3 are 150 packets per second. 

The input traffic follows the leaky-bucket 

constrained with burst size 10=σ  packets and 

average rate 5=ρ  packets per second. The 

value of σ  must be great than l to ensure that 

at least one packet can be filtered by the traffic 

shaper. 

With the remained capacity for the link of 

node 2 being 120 packets per second, we 

calculate the number of supportable connections 

for EQ and OPT delay QOS allocation policies 

by eq. (10) and (14) respectively.  Fig. 4 shows 
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the variation in the network utilization over 

end-to-end delay requirement.  The end-to-end 

delay requirement D for new connections is 

ranged from 1 to 6.6.  From the results we find 

that the OPT allocation policy performs better 

than the EQ policy because the number of 

connections admitted by the former is far more 

than the later in each delay bound in the 

end-to-end delay requirement. It implies that the 

OPT policy has higher network utilization than 

EQ policy. This is because that OPT policy is 

based on each node’s situation to allocation 

local delay, so it can prompt more network 

performance than EQ policy which allocate 

local delay equally. 
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Fig. 4 Delay requirement vs. no. of connection 
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Fig. 5 No. of admitted connections vs. the 

end-to-end delay requirement with the different 

remained capacity of node 2 

Fig. 5 shows the number of admitted 

connections over the end-to-end delay require 

-ment in the network model with the remained 

capacity of node 2 varied.  By the way, we can 

observe the variation of the network utilization 

over the end-to-end delay requirement when the 

bottleneck link capacity changed.  We find that, 

the OPT policy performs better than the EQ 

policy under any network conditions. 
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Fig. 6 RG vs. bottleneck ratio 

We compute the relative gain (RG) for OPT 

policy relative to EQ policy with different 

bottleneck ratio.  The RG is defined as follow: 

EQ

EQOPT

N
NN

RG
−

= . 

The bottleneck ratio of bottleneck link 

capacity with the other link capacity, and is 

ranged from 0.13 to 1.  The delay requirement 

d is fixed at three.  From fig. 6 we find that, the 

smaller the bottleneck ratio the larger the gain, 

i.e., the OPT policy is far better than the EQ 

policy, especially when the bottleneck 

bandwidth is smaller than the other link 

bandwidth. That is because we need to allocate 

resources carefully when the network resources 

are restricted. According to the results, OPT 

policy can support more connections and utilize 
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network resources efficiently. 

5. Conclusion 

In this paper, we applied the rate-controlled 

service architecture with the fair queueing 

packet-scheduling algorithm to evaluate the 

effects of the allocation policies. With the 

number of maximum allowable connections as 

the performance index, a solution for an optimal 

delay allocation was derived. The results of this 

analysis have shown the relationship of the 

delay to the number of maximum allowable 

connections. In addition, from the numerical 

results, we have found that the bottleneck ratio 

will influence the performance of the allocation 

policy. 

Of course, the local allocation of 

end-to-end QOS requirement must be combined 

with an admission control algorithm. When the 

traffic model parameters, link bandwidth in each 

node along the path connection pass through, 

and propagation delay are known, the network 

can compute the local QOS requirement in each 

node according to the analysis results in this 

paper. 

The performance index may be changed 

depending on the various requirements of the 

network and end-users. In the future, we will 

determine the diverse performance index to 

design and evaluate a method for local QOS 

allocation. 
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