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Abstract 
 

A mobile ad hoc network (MANET) is a 
dynamically reconfigurable wireless network that does 
not have a fixed infrastructure. Due to the high mobility 
of nodes, the network topology of MANETs changes 
very fast, making it more difficult to find the routes that 
message packets use. Because mobile nodes have 
limited battery power, it is therefore very important to 
use energy in a MANET efficiently. In this paper, we 
propose a power-aware multicast routing protocol 
(PMRP) with mobility prediction for MANETs. In order 
to select a subset of paths that provide increased 
stability and reliability of routes, in routing discovery, 
each node receives the RREQ packet and uses the 
power-aware metric to get in advance the power 
consumption of transmitted data packets. If the node 
has enough remaining power to transmit data packets, it 
uses the global positioning system (GPS) to get the 
location information (i.e. position, velocity and 
direction) of the mobile nodes and utilizes this 
information to calculate the link expiration time (LET) 
between two connected mobile nodes. During route 
discovery, each destination node selects the routing path 
with the smallest LET and uses this smallest link 
expiration time as the route expiration time (RET). The 
destination nodes collect several feasible routes and 
then selects the path with the longest RET as the 
primary routing path. Then the source node uses these 
routes between the source node and each destination 
node to create a multicast tree. In the multicast tree, the 
source node will be the root node and the destination 
nodes will be the leaf nodes. Simulation results show 
that the proposed PMRP outperforms MAODV. 
 
Keywords: Global positioning system, mobile ad hoc 
networks, power-aware routing, multicast routing 
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1. Introduction 
 

The mobile ad hoc network (MANET) [11] is a 
self-organizing and dynamically reconfigurable wireless 
network with no fixed infrastructure or central 
management. Two nodes communicate directly if they 
are within transmission range of each other. Due to the 
limited radio propagation range of wireless devices, 
routes are often “multi-hopped.” Every node in a 

MANET must be able to function as a router which 
forwards data packets to the other nodes. When 
applications must send the same data to more than one 
destination, multicasting is often used. Multicasting 
reduces the communication costs for applications that 
send the same data to multiple recipients. Instead of 
sending via multiple unicasts, multicasting minimizes 
link bandwidth consumption, sender and router 
processing, and delivery delay. The standard multicast 
routing protocols used in fixed networks or 
infra-structured mobile networks cannot be used in 
MANETs. Unicast routing is one special form of 
multicast routing and some proposed multicast routing 
protocols support both unicast and multicast routing. 
Many multicast routing protocols for MANETs have 
been proposed [1, 2, 3, 4, 5, 9, 10, 13, 15].  

Multicast routing protocol in MANETs can be 
classified into tree-based routing protocols [1, 2, 5, 10, 
13, 12], mesh-based routing protocols [3, 4, 9], and 
hybrid routing protocols. Tree-based routing protocols 
build a tree structure that connects all multicast 
members and provide one path between a pair of source 
node and destination node. Examples of tree-based 
routing protocols include the ad hoc multicast routing 
protocol (AMRoute) [2], the multicast ad hoc on 
demand distance vector routing protocol (MAODV) 
[15], the core-based trees (CBT) protocol [1], the 
reliable multicast algorithm (RMA) for mobile ad hoc 
networks [5], the dynamical construction of a 
core-based group-shared multicast tree in mobile ad hoc 
networks [10], and the efficient routing protocol for 
mobile ad hoc networks with neighbor awareness and 
multicasting (NAMP) [13]. Mesh-based protocols build 
a mesh structure that connects the mobile nodes 
between the source node and the destination node to 
each other. Because the mesh-based multicast protocols 
use redundant paths between two nodes, they provide 
alternative paths, and therefore a link failure need not 
trigger the re-computation of a mesh, but instead 
increases network overhead by flooding through a mesh. 
Examples of mesh-based protocols include the 
core-assisted mesh protocol (CAMP) [4], the 
on-demand multicast routing protocol (ODMRP) [9], 
the dynamic core based multicast routing protocol for 
ad hoc wireless networks (DCMP) [3]. In tree-based 
routing protocols, there is one path between the source 
node and destination node. However, tree-based routing 
protocols are not necessarily suitable for multicasting in 
MANETs, where network topology changes frequently. 
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In such an environment, mesh-based routing protocols 
seem to outperform tree-based routing protocols due to 
the availability of alternative paths which allow 
multicast datagram to be delivered to the receivers even 
if a link fails. On the other hand, mesh-based protocols 
have higher overhead than tree-based protocols. To 
resolve these difficulties, hybrid routing protocols can 
be used. Hybrid routing protocols use a combination of 
tree-based and mesh-based routing strategies. This kind 
of structure usually builds a mesh-based structure first, 
and then builds the tree-based structure afterwards. 

In mobile ad hoc networks, each mobile node has 
limited battery power. In order to maximize the lifetime 
of ad hoc networks, traffic should be sent via routes that 
can be avoid nodes with low power while minimizing 
the total transmission power. Power consumption in a 
battery-powered node generally falls into one of two 
categories: communication related power and the 
non-communication related power. The 
non-communication related power is very dependent 
upon hardware implementation, routing, and link 
protocol design. Examples of power-aware routing 
protocols include the minimum total transmission 
power (MTPR) [16] routing, and the minimum drain 
rate (MDR) protocol [8], and the min-max battery cost 
routing (MMBCR) [17], and the conditional max-min 
transmission battery capacity routing (CMMBCR) [18]. 

In this paper, we propose a power-aware multicast 
routing protocol (PMRP) with mobility prediction. In 
this scheme, we consider the power parameter and 
determine the duration of time between two connected 
mobile nodes using the global positioning system (GPS). 
We select the routing paths with the longest duration of 
time for transmission to increase routing reliability. 
When a link on a routing path is broken, the routing 
path will be disconnected. We also propose a 
GPS-aided route reconstruction process that selects a 
backup path for route maintenance 

The rest of this paper is organized as follows. 
Section 2 presents the preliminaries of this work. The 
proposed scheme is presented in Section 3. Section 4 
describes the experimental results. Finally, Section 5 
gives the conclusions. 
 
2. Preliminaries 
 

In this section, we first describe the technology 
used in the GPS and the mobility prediction 
mechanisms. Then we describe the power-aware metric 
to computes the power consumption. Finally, we 
present the multicast ad hoc on demand distance vector 
(MAODV) routing protocol. 
 
2.1. Global Positioning System (GPS) 
 

GPS [7] is the only system today able to show the 
exact position of an object or person anywhere on earth 
at anytime in any weather. It is a satellite-based, radio 
navigation system. The satellites are continuously 

monitored by ground stations located worldwide. The 
satellites transmit signals that can be detected by 
anyone with a GPS receiver. Using the receiver, one 
can determine the location of an object or person with 
great precision. 

GPS consists of three segments: the space segment, 
the user segment, and the control segment. The space 
segment consists of 24 satellites, each in its own orbit 
11,000 nautical miles above the Earth. The user 
segment consists of receivers which one can hold in 
one’s hand or mount in one’s car. The control segment 
consists of ground stations (five ground stations, located 
around the world) that make sure the satellites are 
working properly. 
 
2.2. Mobility Prediction Mechanisms 
 

In this section, we introduce the mobility 
prediction method. This method uses the location 
information provided by GPS. We assume a free space 
propagation model [14] in which the signal strength 
depends solely on the distance to the transmitter. We 
also assume that all nodes have their clocks 
synchronized using the GPS clock. If we know the 
motion parameters of two nodes, we can calculate the 
duration of time these two nodes remain connected. 
These parameters include speed, direction, and radio 
range and can be obtained from GPS. 

We assume that two nodes A and B are within the 
same transition range r of each other. We let (x1, y1) be 
the coordinate for mobile node A and (x2, y2) be the 
coordinate for mobile node B. We let v1 and v2 be the 
mobility speeds and 1θ  and 2θ  ( πθθ 2,0 21 <≤ ) be 
the moving directions. We can obtain the duration of 
time Dt by using the following equation [14]: 
 

(1) 
 

Note that 2211 coscos θθ vva −= , 21 xxb −= , 

2211 sinsin θθ vvc −= , and 21 yyd −= . Note also that 
the equation cannot be applied when v1 = v2 and 

1θ =
2θ , 

and when Dt is ∞ . In order to get and utilize the 
information from GPS, the packets must include extra 
fields. When a source node sends a request packet, the 
packet appends its location, direction, and speed. The 
next hop neighbor of the source node receives the 
request packet to predict the duration of time between 
itself and the source node. If node B is the next hop of 
the packet for node A, node A will insert its location 
information in the packet so node B will be able to 
compute the duration of time between node A and node 
B. 
 
2.3. Power Aware Metric 
 

In a MANET, the power consumption of each 
mobile node becomes an important factor that affects 
network performance. A lack of sufficient hosts can 
result in a partition of the network, causing 
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interruptions in communications. In a simple radio 
model [6], Eelec = 50 nJoule/bit is dissipated to run the 
transmitter or receiver circuitry. Eelec is the power 
consumption of the circuit itself. Assuming d2 energy 
loss, where d is the distance between nodes, a 
transmission amplifier at the sender node further 
consumes further Eampd2, where Eamp = 100 
pJoule/bit/m2. Eamp is the power consumed by the 
amplifier to transmitting packets. These parameters are 
slightly better than the parameters used in current 
state-of-the-art in radio design. We also assume an r2 

energy loss due to channel transmission. Thus, to 
transmit a k-bit message a distance d using the radio 
model, the radio expends: 

        ETx(k, d) = Eelec×k + Eamp×k×d2         
(2) 

and to receive this message, the radio expends: 
               ERx(k) = Eelec×k                

(3) 
Receiving a message is not a low cost operation 

using these parameter values. Protocols should thus try 
to minimize not only the transmission distances but also 
the numbers of transmission and reception operations 
for each message. We can generalize about the total 
transmission consumption as follows: 
   Etotal(k) = (Eelec × k + Eamp × k × d2) + (Eelec × k)    
(4) 

Fig. 1 shows the power-aware metric of a first 
order radio model. 
 

Fig. 1. Power first order radio model. 
 
2.4. Multicast Ad Hoc on Demand Distance 
Vector (MAODV) Routing Protocol 
 

In MAODV [15], the researchers directly followed 
the unicast AODV protocol [12] and discovered 
multicast routes on demand using a broadcast route 
discovery mechanism that employs the same route 
request (RREQ) and route reply (RREP) packets that 
exist in the unicast AODV protocol.  

When a mobile node wishes to join a multicast tree 
or has data to send to a multicast group but has no route 
it can use, it will broadcast RREQ packet. Only a 
member of the desired multicast group may respond to 
an RREQ. If an intermediate node receives a join 
RREQ for a multicast group of which it is not a 
multicast member, or if it does not have a route to the 
group, it will rebroadcast the RREQ to its neighbors. If 
a node receives a RREQ for a multicast tree, it may 
reply if it is a member of the multicast tree and its 
recorded sequence number for the multicast group is as 
great as that contained in the RREQ. The responding 
node of the multicast tree unicasts a RREP back to the 
source node after it receives an RREQ packet. As nodes 

along the path to the source receive the RREP, they add 
both a route table and a multicast route table entry for 
the node from which they received the RREP, as shown 
in Fig. 2. 

After the source node broadcasts a RREQ packet 
to a multicast group, it often receives more than one 
RREP packet. For a period of time, the source node 
keeps the received route with the greatest sequence 
number and shortest hop count to the nearest multicast 
member of the multicast tree, and disregards the other 
routes. At the end of this period, it enables the selected 
next hop node in its multicast route table, and sends a 
unicast activation message (MACT) to the selected next 
hop node. On receiving the message, the next hop node 
enables the entry for the source node in its multicast 
routing table. The next hop node does not propagate the 
message any further if it is a member of the multicast 
tree. However, if the intermediate node is not a member 
of the multicast tree, it will have received several 
RREPs from its neighbors. It keeps the best next hop 
node for its route to the multicast group, unicasts 
MACT to that next hop node, and enables the 
corresponding entry in its multicast routing table. This 
process continues until the node that originated the 
chosen RREP is reached. MACT ensures that the 
multicast tree does not have multiple paths to any tree 
node. The intermediate node forwards data packets only 
along the activated routes. 

Fig. 2. Route discovery of the MAODV protocol. 

 
3. The Power-Aware Multicast Routing 
Protocol (PMRP) with Mobility Prediction 
 

In this section, we propose a power-aware 
multicast routing protocol (PMRP) with mobility 
prediction. In PMRP, we create a more multicast tree 
for transmitting data packets. The proposed protocol 
includes the route discovery process and the route 
maintenance process. 
 
3.1. Route Discovery Process 
 

In PMRP, the member nodes and multicast routes 
are established and updated by the source “on demand.” 
Similar to on-demand unicast routing protocols, PMRP 
contains the request phase and reply phase. Since 
PMRP is an on-demand protocol, it sets up routes when 
a source has data to send. 

The RREQ packet is broadcast by the source node 
when the source node needs to send data to the 
destination nodes and has no route information in its 
routing table. When each destination node can finds a 



 

suitable path, the destination node sends a RREP packet 
to the source node. The beacon packet is broadcast by 
each node frequently to determine the neighboring 
nodes and the distance between that node and the 
neighboring nodes. 

In our proposed PMRP, we define three parameters: 
the total power consumption of transmitted data packets 
(Pprediction), the link expiration time (LET) and the route 
expiration time (RET). The Pprediction represents the total 
power consumption of transmitted data packets. It is 
calculated by each node, when a node receives a RREQ 
packet using Equation (4). The LET represents the link 
duration time between two nodes. When a node 
forwards a RREQ packet, an intermediate node receives 
this packet and calculates the LET by using Equation 
(1). The RET is equal to the minimum of the set of 
LETs for the routing path. Thus, the RET is the time 
that the route is expected to be stable. The larger the 
RET is the more reliable routing path. 

In PMRP, each node frequently broadcasted the 
beacon packet to find out the neighboring nodes, when 
a neighboring node receives a beacon packet, it 
calculates the distance between two nodes, and sent 
back a reply packet. When a source node wants to 
multicast information to some multicast destination 
nodes, in the beginning, the source node will be the root 
node of the multicast tree and will initiate a path 
discovery process by broadcasting a RREQ packet to its 
neighbors. The RREQ packet has to include the location 
information, that is, the node’s location, velocity, and 
direction. Once the intermediate nodes receive the 
RREQ, it first checks the broadcast ID to determine 
whether the entry is its own ID. If not, it will calculate 
the Pprediction to its neighboring nodes. If the power 
remaining on the node is lower than the Pprediction (Premain 
< Pprediction), it means that the intermediate node does not 
have enough power to transmit data packets. It will not 
rebroadcast the RREQ packet and will discard the 
packet. If the power remain on the node is higher than 
the Pprediction (Premain > Pprediction), the node will calculate 
the LET between the next-hop node using the location 
information and then write the data into the LET field 
of the RREQ packet and its routing table. It will then 
rebroadcast the packet to its neighbors. By the time a 
request packet arrives at the destination node, it has 
recorded all the nodes along the routing path it has 
traversed and the duration of time of each link along the 
route. Then the destination node will determine the RET 
by looking in the packet to find the minimum number of 
LETs along the path of the route request packet. Each 
destination node waits a period of time to collect 
RREQs. We assume that each destination node has 
many routing paths that can be used. Each destination 
node then selects the primary routing path with the 
maximum RET and sends a RREP packet back to the 
multicast source node along the decided path. The 
intermediate nodes between each source and destination 
pair may need to act as routers for the tree. We employ 
the routing paths with the longest route duration of time 
to establish a reliable multicast tree. 

Let us consider the example shown in Fig. 3. In 
Fig. 3(a), each node in the network broadcasts a beacon 
packet to obtain the information of the neighboring 
nodes’ information (i.e. the neighboring nodes’ ID and 
distance). Source node A wants to send data to 
destination nodes J, K, L, M, and N. It broadcasts a 
RREQ packet to its neighboring nodes. Nodes B, C, …, 
H, and I will append their own information, such as 
their own ID and the duration of time, to the request 
packet and then forward the request packet. In this 
example, when source node A broadcasts the RREQ 
packet, intermediate node B receives the request packet 
and calculates Pprediction. Pprediction of the node B is 30 and 
Premain of the node B is 50. Because Premain is higher than 
the Pprediction, node B has enough power to transmit data 
packets. Then it will utilize the location information to 
get the LET between node A and B, write the 
information into the RREQ packet and then rebroadcast 
this packet. Pprediction of nodes D and H are higher than 
Premain. It means that the nodes do not have enough 
power to transmit data packets, and they will discard 
these RREQ packets. Finally, destination node K 
receives three request packets. The first packet contains 
path (A, C, F, K) with the duration of time of LETs = (6, 
4, 3). The second packet contains path (A, C, E, K) with 
LETs = (6, 7, 5). The third packet contains the path (A, 
B, E, K) with LETs = (6, 4, 5). Node K can obtain the 
RET evoked from the minimum LET. In this case, the 
RET of path (A, C, F, K) is 3, the RET of path (A, C, E, 
K) is 5, and the RET of path (A, B, E, K) is 4. Thus, the 
RET of path (A, C, E, K) is larger than that of path (A, C, 
F, K) and path (A, B, E, K). Thus, path (A, C, E, K) is 
more stable than the other two paths. Similarly, nodes J, 
L, M, and N will select paths (A, C, E, J), (A, G, L), (A, 
G, M), and (A, G, I, N) with the RETs equal to 5, 5, 5, 
and 4, respectively. If the Premain of the destination node 
is lower than the Pprediction, the routing discovery process 
will fail. 

In Fig. 3(b), each destination node selects the 
primary routing path with the longest duration of time 
for multicast routing and then sends its RREP packet 
back to the source node. Source node A receives all the 
destination nodes’ reply packets and delivers the data 
packet along these routing paths. Finally, as shown in 
Fig. 3(c), we can use these routing paths to build a 
multicast tree, the multicast tree not only has enough 
power to transmit data packet but also has the longest 
route lifetime. 
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Fig. 3. Routing process. (a) The route discovery process. 
(b) The route relay process. (c) The reliable multicast 
tree. 
 
3.2. Route Maintenance Process 
 
    In the following, we present the route maintenance 
process that includes multicast join operation, node 
pruning operation, and broken link maintenance. 
 
3.2.1. Multicast Join Operation 
 

When a node wants to join a multicast tree, it 
broadcasts a join request packet across the networks. 
Only a node that is a member of a multicast tree (i.e., a 
router for the group) may respond. If a node receives a 
join request packet for a multicast group of which it is 
not a member, or if it receives a join request packet and 
does not have a route to that group, it creates a reverse 
route entry to the prospective node and then broadcasts 
the join request packet to its neighbors. Each member 
node of the multicast tree waits for a period time to 
collect the join request packet, chooses the longest 
duration of time route from the prospective node, and 
sends back the join reply packet. The join reply packet 
must add the LET information between the prospective 
node and the source node. The prospective node will 
select the longest duration of time route to join the 
multicast tree. Fig. 4 shows the node join operation. 

In Fig. 4(a), prospective node L broadcasts a join 

request packet to its neighbors. When nodes D, F and G 
receive the packet, they will calculate the LET with the 
prospective node, put the information into the packet, 
and then rebroadcast it, repeating this process until the 
multicast group member receives the packet. The 
member nodes collect these join request packets. Nodes 
A, B, C, E, and I will select the route with the longest 
link expiration time and return the join reply packet to 
the prospective node, as shown in Fig. 4(b). The node 
waits for a period of time to collect these join reply 
packets and then chooses the most reliable route to the 
tree, as shown in Fig. 4(c). 
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Fig. 4. Multicast join operation. (a) Join request packet 
propagation. (b) Join reply sent back to source. (c) 
Multicast tree branch addition. 
 
3.2.2. Node Pruning Operation 
 

When a node is removed from a multicast tree, the 
pruned node sends to its upstream node a quit_request 
packet. When the upstream node receives the quit 
request packet, it will remove the corresponding entry 
from its multicast routing table. If the upstream node 
becomes a leaf node (because it is a router for the tree 
and not the tree receiver as a result of this removal, and 
because it is not interested in multicast traffic from this 
tree), it can further prune itself from the tree and in turn 
send a quit request packet to its upstream node. 

For example, as shown in Fig. 5(a), node I decides 
to leave the multicast tree. It sends a quit request packet 
to node C. When node C receives the packet and deletes 
node I from its list of next hops, it discovers that it is a 
leaf node. But because it is just a router for the 
multicast tree and not a multicast member, it will in turn 
send a quit request packet to node A. Fig. 5(b) illustrates 
the new multicast tree.  



 

Fig. 5. Node pruning operation. (a) Quit request packet 
propagation. (b) Multicast tree after pruning. 
 
3.2.3. Broken Link Maintenance 
 

In a MANET, because of the mobility of the 
mobile nodes, a link between two nodes will break 
easily. In PMRP, we use the location information to get 
the LETs and RETs. We can predict the time that the 
link will break. The maintenance process will be started 
before the link breaks. The upstream node of the link 
will broadcast the route request_repair (RREQ_R) 
packet to the downstream node. The RREQ_R packet 
must add information about the remnants of the data 
packets that need to be sent. An intermediate node 
receives the packet, and uses the remnant data 
information to calculate the Pprediction, if Premain is lower 
than Pprediction, it drops this RREQ_R packet. If Premain is 
higher than Pprediction, the node calculates the LET 
between the next-hop node using the location 
information, writes the LET into the link expiration 
time field of the RREQ_R packet, and rebroadcasts the 
RREQ_R packet to its neighbors until the request 
packet arrives at the downstream node. When the 
downstream node receives the RREQ_R packet, it 
determines the RET by looking in the packet to find the 
minimum number of LETs along the path of the 
RREQ_R packet. The downstream node waits a period 
of time to collect more RREQ_Rs and selects the 
alternative routing path with the maximum RET. Then it 
sends the route reply_repair (RREP_R) packet back to 
the upstream node. The upstream node will use the 
alternative path to transmit data before the original link 
breaks. Moreover, the upstream node defines a 
threshold Ttimeout. The upstream node will drop the 
RREP_R packets after the threshold Ttimeout counts down 
to 0. Then it sends an error packet to the source node 
and restarts the route discovery process. 

An example of the link broken maintenance is 
shown in Fig. 6(a). Source node A sends a data packet 
to the destination nodes H, I, J, K, and L. We assume 
that the link between node B and node E will break. 
When node B detects that the link between node B and 
node E will break, node B broadcasts a RREQ_R packet 
to discover a backup path. In this example, node B 
broadcasts a RREQ_R packet to discover the backup 

routing path. When node D and node J receive the 
RREQ_R packets, they update their routing tables and 
utilize the power first order radio model to get Pprediction. 
Because Premain of node J is lower than Pprediction, node J 
will discard the RREQ_R packet. Because Premain of 
node D is higher than Pprediction, node D will use the 
location information to calculate the LET and write the 
LET into the link expiration time filed of the RREQ_R 
packet, and then rebroadcast the RREQ_R packet. We 
assume the RREQ_R packet arriving at node E is via 
node D. Node E selects the RET by looking in the 
RREQ_R packet to find the minimum number of LETs. 
Finally, node E sends back a RREP_R to node B. When 
the link between node B and node E is broken, node B 
delivers data along the backup path (B, D, E) to the 
destination nodes K and L, as shown in Fig. 6(b). If we 
cannot find a replacement node, we use the last node of 
the broken path to send the error packet back to the 
source node. We utilize the error packet to restart the 
route discovery. 
 

Fig. 6. Repair of a broken tree link. (a) Link break (b) 

Repaired multicast tree. 
 
4. Experimental Results 
 

In this section, we will introduce the software and 
the parameters used in our simulation. In addition, we 
will compare the performance of the proposed PMRP 
with that of the MAODV [15]. 
 
4.1. The Simulation Environment 

We designed and implemented a simulator to act as 
an experimental platform for testing multicast 
operations in a MANET. We developed it using in Java 
language. The simulation modeled a network in a 1000 
m × 1000 m area with 50 mobile nodes. A random 
waypoint model was used in the simulation. The mobile 
speed of each node was from 0 m/sec to 40 m/sec. The 
transmission range was 150 m. The data packet size was 
1024 bytes. The data transmission rate was set to 2 
Mb/sec. Each simulation was executed for 600 seconds 
of simulation time. The source and destination nodes 
were randomly chosen. Each node was randomly 
assigned an initial energy. 



 

The performance metrics used were as follows: 
1. Packet delivery ratio: The ratio of the average 

number of data packets received by the destination 
node to the number of data packets transmitted by the 
multicast source. 

2. End-to-end delay: The time when a data packet is 
sent by the source to the time the data packet is 
received at the destination node. 

3. Control overhead: The total number of control 
packets received by the destination node. 

 
4.2. Performance Analysis 
 
    In the following, some simulations are conducted 
for packet delivery ratio, end-to-end delay, and control 
overhead, respectively. 
 
4.2.1. Packet Delivery Ratio 
 

Fig. 7 shows the performance of the average 
packet delivery ratio under various mobile speeds, 
which ranged from 0 m/sec to 40 m/sec. The packet 
delivery ratio decreased with increasing mobility due to 
more link breaks. This resulted in more multicast tree 
partitions for PMRP and MAODV. Notice that the 
number of packet deliveries was high when the nodes 
had low mobility. Note also that the multicast tree 
structure was mostly static and, therefore, the packet 
delivery ratio was high. At high speeds, the tree links 
broke down quite often, leading to constant branch 
reconstructions and larger packet losses. In PMRP, we 
used the power information and location information to 
select the more stable routing paths for multicasting. 
Thus, the delivery ratio of PMRP was higher than that 
of MAODV. 
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Fig. 7. Packet delivery ratio vs. mobility speed. 

 
4.2.2. End-to-End Delay 
 

Fig. 8 shows the performance of the end-to-end 
delay under various mobility speeds. PMRP had higher 
end-to-end delay than the MAODV because PMRP had 
a longer routing path from the source node to the 
destination node. However, PMRP can found the more 
stable path. This is because our reliable path scheme 
will increase the end-to-end delay. 
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Fig. 8. End-to-end delay vs. mobility speed. 

 
4.2.3. Control overhead 
 

Fig. 9 shows the performance of the control 
overhead under various mobility speeds. As was 
expected, the control overhead increased as the mobile 
nodes became more mobile. The reason is that there 
were more chances for routes to break when the speed 
of the mobile nodes was faster. Thus, the number of 
rebroadcasts increased. Because our protocol eliminates 
inefficient nodes in order to decrease the number of 
control packets to be broadcast and selects the more 
stable route for data transmission, the number of route 
reconstructions was less. Therefore, PMRP had have a 
lower control overhead than MAODV. Our protocol can 
maintain routing paths in advance by using the 
proposed route maintenance process. 
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Fig. 9. Control overhead vs. mobility speed. 

 
5. Conclusions 
 

In this paper, we proposed a power-aware 
multicast routing protocol (PMRP) with mobility 
prediction for MANETs. In this scheme, we use the 
power-aware metric to compute power consumption in 
advance. We also use the result to discover the efficient 
nodes and decrease the numbers of control packets that 
need to be broadcast. Then we use the global 
positioning system (GPS) to get the location 
information of the mobile nodes and utilize this 
information to calculate the LET between two 
connected mobile nodes. The destination node selects 
the routing path with the smallest LET and uses this 
smallest link expiration time as the RET. Each 



 

destination node collects several routing paths and 
selects the primary routing path with the longest RET 
for data transmission. We also proposed a route 
maintenance process to increase the data delivery ratio 
and decrease the control overhead. Finally, the 
experimental results showed that PMRP outperformed 
MAODV, especially in a high mobility environment. 
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