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#### Abstract

In this paper, we shall propose heuristic algorithms to construct evolutionary trees under the distance base model. When the distance matrix is metric, the problem is called the triangle minimum ultrametric tree problem ( $\triangle$ MUT). For the $\triangle$ MUT, we shall propose an approximation algorithm, with error ratio $\leq\left\lceil\log _{\alpha} n\right\rceil+1 \cong$ $1.44\lceil\log n\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$. We shall also propose a heuristic algorithm to obtain a good leaf node circular order. The heuristic algorithm is based on the clustering scheme. And then we shall design a dynamic programming algorithm to construct the optimal ultrametric tree under some fixed leaf node circular order. The time complexity of the dynamic programming is $O\left(n^{3}\right)$, if the scoring function is the minimum tree size or $L^{1}$-min increment.
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## 1 Introduction

An evolutionary tree is an important tool to show branching diagrams and the history of life. And now, we can obtain the DNA (Deoxyribonucleic Acid) sequence from the organisms. The DNA sequence is the most original information of one life. Thus, we shall use the DNA information to infer an evolutionary tree close to the real evolutionary process [15].

Many researchers have studied the construction of evolutionary trees $[1,4,5,7]$. However, we are not sure what the real evolutionary process is. So, many various construction models for

[^0]evolutionary trees have been proposed. There are also many various scoring functions to evaluate an evolutionary tree. Most evolutionary tree optimization problems are NP-hard [2,3,16], except some very special scoring functions with some special input data [6].

In this paper, we shall use the distance base model to construct the evolutionary tree. The model is based on the computing results of the distances between species. First, we use the DNA sequence to compute the distance between every pair of species. Then, we construct the evolutionary tree from these distance data. For examples, the neighbor joining (NJ) method [13] and the unweighted pair group method with maximum (UPGMM) [11] are often used to construct the evolutionary tree from the distance data. The evolution of organisms will change their DNA sequences, and these evolution events can be viewed as insertion, deletion, point mutation, rearrangement or inversion of DNA sequences. Thus, we can compute the number of event occurrences, and accordingly calculate the distance between two species $[10,12,14]$. In this model, the distance between any two species in the evolutionary tree is similar to the original distance.

The organization of this paper is as follows. In Section 2, we shall first present some definitions about the evolutionary tree problem. In Section 3, we shall define the binary splitting tree problem and propose an algorithm to construct a binary splitting tree with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$ and $n$ is number of leaf nodes. In Section 4, we shall propose an approximation algorithm to construct the minimum ultrametric tree under the metric distance matrix and prove that the error ratio is within $\left\lceil\log _{\alpha} n\right\rceil+1 \cong$ $1.44\lceil\log n\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$. And in Section 5 , we shall propose a heuristic algorithm to construct a leaf node circular order, and also design a dynamic programming algorithm to solve the optimal ultrametric tree problem under a certain
leaf node circular order. Then, in Section 6, we show our experiment results and compare them with the UPGMM method. Finally, we shall give some conclusions in Section 7.

## 2 Preliminaries

In this section, we shall give some definitions about the evolutionary tree and various scoring functions to estimate the goodness of an evolutionary tree.
Definition 1 An $n \times n$ distance matrix $M$ is used to represent the distances among $n$ species, where $d_{i j}^{M}$ denotes the distance between the ith species and the $j$ th specie. Moreover, $M$ is a symmetric matrix, that is, $d_{i j}^{M}=d_{j i}^{M}$.

Definition 2 An $n \times n$ distance matrix $M$ is metric if the distances among any three points satisfy the triangle inequality, that is, for any three points $x, y, z, d_{x y}^{M} \leq d_{x z}^{M}+d_{y z}^{M}$.

Definition 3 An $n \times n$ metric $M$ is ultrametric if and only if for any three points $i, j, k, d_{i j}^{M} \leq$ $\max \left\{d_{i k}^{M}, d_{j k}^{M}\right\}$. In other words, for any triangle, the two longer sides have the same length.

In the following, $d_{i, j}^{T}$ is used to denote the distance between the $i t h$ species and the $j t h$ species in an evolutionary tree $T$, and $w(T)$ denotes the total weight assigned to the tree edges.

Definition 4 Given a set $S$ of species, the set of leaves in an evolutionary tree is equal to $S$. And in the tree, each internal node represents the common ancestor of the species on the leaves of the subtree.

In a rooted evolutionary tree, each internal node has exactly two children. And, in an unrooted tree, the degree of each internal node is exactly 3 .

Fact 1 [6] Given an ultrametric matrix M, there exists a unique rooted evolutionary tree, called an ultrametric tree, $T$ such that $d_{i, j}^{T}=d_{i, j}^{M}$. In addition, for any internal node $v$, the distances from $v$ to all leaf nodes in the subtree rooted at $v$ are the same.

Definition 5 Given an arbitrary distance matrix M, the MUT (minimum ultrametric tree) problem is to construct an ultrametric tree $T$ such that the total weight assigned to the tree edges is minimized and $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$.

Definition 6 Given a metric distance matrix $M$, the $\triangle M U T$ (minimum ultrametric tree for a metric) problem is to construct an ultrametric tree $T$ such that the total weight assigned to the tree edges is minimized and $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$.

Definition 7 [19] Given an ultrametric distance matrix $M$ associated with a tree topology $T$, the MUTT (minimum ultrametric tree with a given topology) problem is to assign each tree edge a weight such that the total weight is minimized and $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$.

Theorem 1 [19] The MUTT problem can be solved in $O\left(n^{2}\right)$ time, where $n$ is the number of species.

There are also many various scoring functions to estimate the goodness of an evolutionary tree. Given an $n \times n$ distance matrix $M$, several popular scoring functions [6] for measuring an evolutionary tree $T$ are as follows.

- minimum tree size: $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$ and the total weight of the tree is minimized. The MUT, $\triangle$ MUT and MUTT problems are based on this scoring function.
- $L^{1}$-min increment: $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$ and $\sum_{i, j}\left(d_{i, j}^{T}-d_{i, j}^{M}\right)$ is minimized.
- $L^{k}$-min increment: $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$ and $\sum_{i, j}\left(d_{i, j}^{T}-d_{i, j}^{M}\right)^{k}$ is minimized.
- $L^{\infty}$-min increment: $d_{i, j}^{T} \geq d_{i, j}^{M}, \forall i, j$ and $\max _{i, j}\left(d_{i, j}^{T}-d_{i, j}^{M}\right)$ is minimized.

Because the evolution of organisms repeatedly changes their DNA sequence, the distance may be shorter than the real distance of evolution. Thus, we usually use minimum tree size, $L^{1}$-min increment, $L^{k}$-min increment and $L^{\infty}$-min increment scoring functions for measuring an evolutionary tree [17].

## 3 The Binary Splitting Tree Problem

For solving the $\triangle$ MUT problem, we first have to solve the binary splitting tree problem. In this section, we shall first define the binary splitting tree problem and then propose an algorithm to construct a binary splitting tree with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$ and $n$ is number of leaf nodes.

Definition 8 Given a tree $T=(V, E)$, for any two nodes $v_{1}, v_{2} \in V$, the path connecting $v_{1}$ and $v_{2}$ is denoted as path $\left(v_{1}, v_{2}\right)$. And $E\left(\operatorname{path}_{T}\left(v_{1}, v_{2}\right)\right)$ denotes the set of edges contained in path $\left(v_{1}, v_{2}\right)$.

Definition 9 Given an unrooted tree $T=(V, E)$, the binary splitting tree $\tau=\left(V, V_{\tau}, E_{\tau}\right)$ is a rooted binary tree such that and $V$ and $V_{\tau}$ are the set of the leaf nodes and the set of internal nodes, respectively, in $\tau, E_{\tau}$ denotes the set of tree edges in $\tau$, and for any two nodes $v_{1}, v_{2} \in V_{L}$ and any two nodes $v_{3}, v_{4} \in V_{R}$, where $V_{L}$ and $V_{R}$ contain the leaf nodes in the left and right subtrees rooted at node $u \in \tau$, respectively, $E\left(\right.$ path $\left._{T}\left(v_{1}, v_{2}\right)\right) \cap$ $E\left(\operatorname{path}_{T}\left(v_{3}, v_{4}\right)\right)=\phi$.

Definition 10 For given an unrooted tree $T$, the binary splitting tree problem is to find a binary splitting tree.

For example, consider Figure 1. Figure 1 (a) shows an unrooted tree $T$, and Figure 1 (b) and (c) show two binary splitting trees of $T$. In Figure 1 (b), the binary splitting tree is built easily. Nodes $v_{1}$ and $v_{2}$ are connected by edge $e_{1}$, nodes $v_{4}, v_{3}$ and $v_{5}$ are connected, by edges $e_{3}$ and $e_{4}$, and $\left\{e_{1}\right\} \cap\left\{e_{3}, e_{4}\right\}=\phi$. It is similar in the subtree $\left\{v_{4}, v_{3}, v_{5}\right\}$. However, Figure 1 (c) is more complicated. $\left\{v_{2}, v_{1}, v_{3}\right\}$ are connected by edges $\left\{e_{1}, e_{2}\right\}$, and $\left\{v_{4}, v_{5}\right\}$ are connected by edges $\left\{e_{3}, e_{4}\right\}$. It is clear that $\left\{e_{1}, e_{2}\right\} \cap$ $\left\{e_{3}, e_{4}\right\}=\phi . \quad\left\{v_{2}\right\}$ and $\left\{v_{1}, v_{3}\right\}$ have the similar situation. Thus, the tree is a binary splitting tree. Figure $1(d)$ is not a binary splitting tree, because edges $\left\{e_{1}, e_{2}, e_{3}\right\}$ connect nodes $\left\{v_{1}, v_{4}\right\}$, and $\left\{e_{2}, e_{4}\right\}$ connect nodes $\left\{v_{2}, v_{3}, v_{5}\right\}$, and $\left\{e_{1}, e_{2}, e_{3}\right\} \cap\left\{e_{2}, e_{4}\right\} \neq \phi$.

Next, we shall propose an algorithm to construct the binary splitting tree and show that the height of the tree is no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$ and $n$ is the number of leaf nodes.

Theorem 2 [18] For any tree $T=(V, E)$, there exists a node $v \in V$ such that the $T$ can be split from $v$ into $k, k \geq 2$, subtrees and the number of nodes in any subtree is no more than $\frac{1}{2}|V|$.

Definition 11 An unrooted tree is a $k$-way tree if the degree of each node is no more than $k$.

Before constructing a binary splitting tree from an unrooted ( $k$-way) tree, we have to convert the $k$-way tree, $k \geq 4$, to a 3 -way tree by adding some virtual nodes.

(a)

(c)

(b)

(d)

Figure 1: An example for the binary splitting tree. (a) A tree. (b) A binary splitting tree. (c) Another binary splitting tree. (d) Not a binary splitting tree.

Definition 12 Given a $k$-way tree $T=(V, E)$, its corresponding 3-way tree $T \prime=(V, V \prime, E \prime)$ is defined as follows. Let $U=\left\{u_{i} \mid u_{i} \in V\right.$, degree $\left(u_{i}\right) \geq$ $4\}$. Suppose $|U|=h$. Let $c_{i}=\operatorname{degree}\left(u_{i}\right)$, and $v_{i 1}$, $v_{i 2}, \cdots, v_{i, c_{i}}$ be adjacent to $u_{i} . V_{i}=\left\{v v_{i j} \mid 3 \leq j \leq\right.$ $\left.c_{i}-1\right\}, 1 \leq i \leq h . E_{i}=E-\left\{\left(u_{1}, v_{i 1}\right),\left(u_{i}, v_{i 2}\right)\right\} \cup$ $\left\{\left(u_{i}, v \prime_{i 3}\right),\left(v \prime_{i 3}, v_{i 3}\right),\left(v \prime_{i 3}, v \prime_{i 4}\right),\left(v_{i 4}, v_{i 4}\right), \cdots\right.$, $\left.\left(v_{i, c_{i-2}}, v \prime_{i, c_{i-1}}\right),\left(v \prime_{i, c_{i-1}}, v_{i, c_{i-1}}\right),\left(v \prime_{i, c_{i-1}}, v_{i, c_{i}}\right)\right\}$, $1 \leq i \leq h$. Then $V^{\prime}=\bigcup_{1 \leq i \leq h} V_{i}$ and $E \prime=$ $\bigcup_{1 \leq i \leq n} E_{i}$. The nodes in $V \prime$ are called virtual nodes.

For example, Figure 2 (a) shows a $k$-way tree, $k=4$. By Definition 12, $U=\{g\}$, $V_{1}=\left\{v \prime_{13}\right\}=\{w\} . E_{1}=E-\{(g, c),(g, d)\} \cup$ $\{(g, w),(w, c),(w, d)\}, V \prime=V_{1}$ and $E \prime=E_{1}$, as shown in Figure 2 (b).

Theorem 3 Given a $k$-way tree, $k \geq 4$, a 3-way tree $T^{\prime}=(V, V \prime, E \prime)$ can be constructed such that there exists a node $v \in V$ or $v \in V \prime$ to split $T \prime$ into $p$ subtrees, $p=2$ or $p=3$, and the number of nonvirtual nodes in any subtree is no more than $\left\lceil\frac{1}{2}|V|\right\rceil$.

Theorem 3 is based on Theorem 2. The only difference between Theorem 2 and Theorem 3 is the latter includes the concept of virtual nodes. Note that in Theorem 3, the splitting node $v$ is included in one of the subtrees.

Our algorithm for constructing a binary splitting tree with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$, is as follows.

## Algorithm BST (Binary Splitting Tree)

Input: An unrooted tree $T=(V, E),|V|=n$.

(a)


Figure 2: Conversion from a 4-way tree to a 3way tree. (a) A 4-way tree. (b) A 3-way tree.


(b)

(c)

Figure 3: The binary splitting tree.

Output: A binary splitting tree $\tau=\left(V, V_{\tau}, E_{\tau}\right)$ with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$.

Step 1: Convert $T$ to a 3-way tree $T \prime=$ ( $V, V^{\prime}, E^{\prime}$ ).

Step 2: If $|V|=1, B$ contains only one node $v \in$ $V, V_{\tau}=\phi$ and $E_{\tau}=\phi$, and stop.

Step 3: By Theorem 3, find node $v \in V$ to split $T \prime$ into 3-way subtrees $T_{A}=$ $\left(V_{A}, V \prime_{A}, E \prime_{A}\right), \quad T_{B}=\left(V_{B}, V \prime_{B}, E_{B}\right)$ and $T_{C}=\left(V_{C}, V_{C}, E_{C}\right)$ such that $\left|V_{C}\right| \leq$ $\left|V_{B}\right| \leq\left|V_{A}\right| \leq \frac{1}{2}|V|$.

Step 4: If $\left|V_{A}\right| \geq \frac{3-\sqrt{5}}{2}|V|$, combine $T_{B}$ and $T_{C}$ into $T_{B C}$. In other words, split $T$ into two subtrees $T_{A}$ and $T_{B C}$. If $\left|V_{A}\right|<\frac{3-\sqrt{5}}{2}|V|$, go to Step 7.

Step 5: Let $T_{A}$ and $T_{B C}$ be $T$. Recursively apply this algorithm and obtain binary splitting trees $\tau_{A}=\left(V_{A}, V_{\tau_{A}}, E_{\tau_{A}}\right)$ and $\tau_{B C}=$ $\left(V_{B C}, V_{\tau_{B C}}, E_{\tau_{B C}}\right)$, respectively.

Step 6: Create a root $r$, build a binary splitting tree $\tau$ rooted at $r$ with the left and right subtree being $\tau_{A}$ and $\tau_{B C}$, respectively, as shown in Figure 3 (b). In other words, $\tau=\left(V, V_{\tau}, E_{\tau}\right)$, where $V=V_{A} \cup V_{B C}, V_{\tau}=$ $V_{\tau_{A}} \cap V_{\tau_{B C}} \cap\{r\}$ and $E_{\tau}=E_{\tau_{A}} \cap E_{\tau_{B C}} \cap$ $\left\{\left(r\right.\right.$, root of $\left.\tau_{A}\right),\left(r\right.$, root of $\left.\left.\tau_{B C}\right)\right\}$.
Stop.
Step 7: If $\left|V_{A}\right|<\frac{3-\sqrt{5}}{2}|V|$, keep the splitting done in Step 3. In other words, split $T$ into three subtrees $T_{A}, T_{B}$ and $T_{C}$.

Step 8: Let $T_{A}, T_{B}$ and $T_{C}$ be $T$. Recursively apply this algorithm and obtain binary splitting $\tau_{A}=\left(V_{A}, V_{\tau_{A}}, E_{\tau_{A}}\right), \tau_{B}=$ $\left(V_{B}, V_{\tau_{B}}, E_{\tau_{B}}\right)$ and $\tau_{C}=\left(V_{C}, V_{\tau_{C}}, E_{\tau_{C}}\right)$, respectively.

Step 9: Create a root $r$ and subroot $r 1$, build a binary splitting tree $\tau$ rooted at $r$, as shown in Figure 3 (c). Precisely, $\tau=\left(V, V_{\tau}, E_{\tau}\right)$, where $V=V_{A} \cup V_{B} \cup V_{C}, V_{\tau}=V_{\tau_{A}} \cap V_{\tau_{B}} \cap$ $V_{\tau_{C}} \cap\{r, r \prime\}$ and $E_{\tau}=E_{\tau_{A}} \cap E_{\tau_{B}} \cap E_{\tau_{C}} \cap$ $\left\{\left(r\right.\right.$, root of $\left.\tau_{A}\right),(r, r \prime),\left(r \prime\right.$, root of $\left.\tau_{B}\right),(r \prime$, root of $\left.\left.\tau_{C}\right)\right\}$.
Stop.


Figure 4: Splitting a tree to three subtrees.

For example, Figure 2 (a) shows a 4-way tree, in which there are four nodes adjacent to node $g$. We first convert the tree into a 3-way tree, as shown in Figure 2 (b). Then we further split the 3-way tree from $g$ into three subtrees $T_{A}=$ $\{a, b, f\}, T_{B}=\{g, e\}$ and $T_{C}=\{c, d, v\}$, as shown in Figure 4. Since $\left|V_{A}\right| \geq \frac{3-\sqrt{5}}{2}$, the two smaller trees $T_{B}$ and $T_{C}$ are merged. Thus, the tree is finally split into two subtrees $T_{A}=\{a, b, f\}, T_{B C}=$ $\{c, d, e, g\}$, as shown in Figure 5 (a) and Figure 5 (b). The merging procedure done in Step 6 is shown in Figure 5 (c). Finally, by Algorithm BST, a binary splitting tree can be constructed, as shown in Figure 6.

Theorem 4 Given an unrooted tree of $n$ nodes, Algorithm BST constructs a binary splitting tree with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=$ $\frac{\sqrt{5}+1}{2}$.

Proof: Given an unrooted tree $T=(V, E)$ and $|V|=n$, let $\pi(n)$ denote the number of levels required for splitting the corresponding 3-way tree $T \prime$. By Theorem 3, we can split $T /$ into three subtrees $T_{A}=\left(V_{A}, V \prime_{A}, E_{A}\right), T_{B}=\left(V_{B}, V \prime_{B}, E_{B}\right)$ and $T_{C}=\left(V_{C}, V_{C}, E_{C}\right)$ such that $\left|V_{C}\right| \leq\left|V_{B}\right| \leq\left|V_{A}\right| \leq$ $\frac{1}{2}|V|$.

The possible relations between $\left|V_{A}\right|$ and $|V|=$ $n$ are as follows. It is assumed that $x$ is an unknown constant.

Case 1: $n x \leq\left|V_{A}\right| \leq \frac{1}{2} n$.
We combine $T_{B}$ with $T_{C}$ to get $T_{B C}=$ $\left(V_{B C}, E_{B C}\right)$. It is clear that $\left|V_{B C}\right| \geq\left|V_{A}\right|$ and $\left|V_{B C}\right|=n-\left|V_{A}\right| \leq(1-x) n$. So we split $T \prime$ into $T_{A}$ and $T_{B C}$ with one level. At the next recursion level, the number of leaf nodes is reduced from $n$ at the current level to no more than $(1-x) n$.
Case 2: $\quad \frac{1}{3} n \leq\left|V_{A}\right| \leq n x$.
Because $\left|V_{B}\right| \leq\left|V_{A}\right|$ and $\left|V_{C}\right| \leq\left|V_{A}\right|$, it


Figure 5: Splitting the tree from node $g$. (a) Subtree $T_{A}=\{a, b, f\}$. (b) Subtree $T_{B C}=\{c, d, e, g\}$. (c) The merging procedure.


Figure 6: A binary splitting tree constructed from the 4-way tree in Figure 2 (a).
is obvious that $\left|V_{B}\right| \leq n x$ and $\left|V_{C}\right| \leq n x$. Thus, at the first level, we split $T$ into $T_{A}$ and $T_{B}+T_{C}$. At the next level, we split $T_{B}+T_{C}$ into $T_{B}$ and $T_{C}$. Hence, the number of leaf nodes is reduced from $n$ to no more than $n x$ with two levels.

By Case 1 and Case 2, $\pi(n)=\max \{\pi((1-$ x) $n)+1, \pi(x n)+2)\}$.

We claim that if $x=\frac{3-\sqrt{5}}{2}$, then $\pi(n) \leq$ $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$. We shall prove this claim by induction.

It is clear that $\pi(1)=0$.
By induction hypothesis, suppose $\pi(k) \leq$ $\left\lceil\log _{\alpha} k\right\rceil, \forall k<n$.
Let $x=\frac{3-\sqrt{5}}{2}$. It is clear that $\alpha=\frac{1}{1-x}$. We have $\pi(n)=\max \{\pi((1-x) n)+1, \pi(x n)+2)\}$
$\leq \max \left\{\log _{\alpha}(1-x) n+1, \log _{\alpha} x n+2\right\}$
$=\max \left\{\log _{\alpha} n+\log _{\alpha}(1-x)+1\right.$, $\left.\log _{\alpha} n+\log _{\alpha} x+2\right\}$
$=\max \left\{\log _{\alpha} n, \log _{\alpha} n\right\}$
$=\log _{\alpha} n$
Thus, the proof is complete.

## 4 An Approximation Algorithm for $\triangle$ MUT

In this section, we shall propose an approximation algorithm for solving the $\triangle$ MUT problem. Our approximation algorithm uses the minimum spanning tree as the backbone to construct a rooted ultrametric tree under the minimum tree size scoring function with error ratio $\varepsilon \leq\left\lceil\log _{\alpha} n\right\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$.

## Algorithm APP-ULTRA (Approximate Ultrametric Tree)

Input: An $n \times n$ metric distance matrix $M$.
Output: An ultrametric tree under the minimum tree size scoring function with error ratio $\varepsilon \leq\left\lceil\log _{\alpha} n\right\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$.
Step 1: Find the minimum spanning tree (MST) $T$ for the distance matrix $M$.

Step 2: Apply Algorithm BST to construct a binary splitting tree $B$ with input $T$.

Step 3: Given tree topology $B$, solve the MUTT problem [19] to construct a weighted evolutionary tree. The tree is the output.

Before giving the following lemma and theorem, we need define some notations. When we are given a metric distance matrix $M$, we use some notation as follows:

- $O P T_{M U T}$ : the total weight of the optimal solution of the minimum ultrametric tree problem.
- $A P P_{M U T}$ : the total weight of the approximation solution obtained from Algorithm APPULTRA.
- $O P T_{M S T}$ : the total weight of the optimal solution of the minimum spanning tree problem.
- $O P T_{T S P}$ : the total weight of the optimal solution of the traveling salesperson problem.

We shall use the MST (Minimum Spanning Tree) to prove the error ratio of our algorithm.

Lemma $1 O P T_{M S T} \leq O P T_{T S P} \leq 2 O P T_{M U T}$.
$O P T_{M S T} \leq O P T_{T S P}$ is a clear fact and $O P T_{T S P} \leq 2 O P T_{M U T}$ has also been proved [8, 19].

Theorem 5 Given an $n \times n$ metric distance matrix, Algorithm APP-ULTRA builds an ultrametric tree and $A P P_{M U T} \leq\left(\left\lceil\log _{\alpha} n\right\rceil+1\right) O P T_{M U T}$, where $\alpha=\frac{\sqrt{5}+1}{2}$.

## Proof:

The labels of nodes and edges in the ultrametric tree constructed by Algorithm APP-ULTRA are shown in Figure 7. The cost of edge $e_{i, j}$ is denoted as $c_{i, j}$, and the height of node $v_{i, j}$, which is the length from $v_{i, j}$ to any leaf node in the subtree rooted at $v_{i, j}$, is denoted as $\operatorname{Height}\left(v_{i, j}\right)$. Let $k$ denote the number of levels in the tree. By Theorem $4, k \leq\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$.

Then we have the following inequalities.

$$
\begin{align*}
O P T_{M S T} \geq & 2 \operatorname{Height}\left(v_{1,1}\right)=\sum_{i=1}^{k}\left\{c_{i, 1}+c_{i, 2^{i-1}+(1)}\right\} \\
\frac{1}{2} O P T_{M S T} \geq & \sum_{j=1}^{2} \operatorname{Height}\left(v_{2, j}\right)=\sum_{j=1}^{2}\left\{c_{2,2 j}+\right. \\
& \left.\sum_{i=2+1}^{k} c_{\left.i, 2^{i-2}+1+(j-1) 2^{(i-1)}\right\}}\right\}  \tag{2}\\
\frac{1}{2} O P T_{M S T} \geq & \sum_{j=1}^{4} \operatorname{Height}\left(v_{3, j}\right)=\sum_{j=1}^{4}\left\{c_{3,2 j}+\right. \\
& \left.\sum_{i=3+1}^{k} c_{i, 2^{i-3}+1+(j-1) 2^{(i-2)}}\right\}
\end{align*}
$$



Figure 7: The ultrametric tree with APP-ULTRA.

$$
\begin{gathered}
\vdots \\
\frac{1}{2} O P T_{M S T} \geq \\
\sum_{j=1}^{2^{m-1}} \operatorname{Height}\left(v_{m, j}\right)=\sum_{j=1}^{2^{m-1}}\left\{c_{m, 2 j}+\right. \\
\vdots \\
\frac{1}{2} O P T_{M S T} \geq c_{\left.i, 2^{i-m}+1+(j-1) 2^{(i-m-1)}\right\}} \geq \sum_{j=1}^{2^{k-1}} \operatorname{Height}\left(v_{k, j}\right)=\sum_{j=1}^{2^{k-1}}\left\{c_{k, 2 j}+\right. \\
\\
\sum_{i=k+1}^{k} c_{\left.i, 2^{i-k}+1+(j-1) 2^{(i-k-1)}\right\}}
\end{gathered}
$$

Let $S_{i, j}$ denote the set of leaf nodes in the subtree rooted at $v_{i, j}$. And let $O P T_{M S T_{i, j}}$ denote the total weight of the minimum spanning tree for $S_{i, j}$. We have $\operatorname{Height}\left(v_{i, j}\right)=$ $\frac{1}{2} \max _{s_{1}, s_{2} \in S}\left\{d\left(s_{1}, s_{2}\right)\right\} \leq \frac{1}{2} O P T_{M S T_{i, j}}$. Thus, Equation 1 holds. And, because the ultrametric tree is a binary splitting tree (Definition 9), $\quad S_{2,1}$ and $S_{2,2}$ are constructed to two subtrees without edge repetition. $O P T_{M S T^{v_{2,1}}}+O P T_{M S T^{v_{2,2}}} \leq O P T_{M S T}$, so $\operatorname{Height}\left(v_{2,1}\right)+\operatorname{Height}\left(v_{2,2}\right) \leq \frac{1}{2} O P T_{M S T} \quad$ in Equation 2.

$$
A P P_{M U T} \leq O P T_{M S T}+\left(\frac{k-1}{2}\right) O P T_{M S T}
$$

$$
\begin{aligned}
& =\left(\frac{k+1}{2}\right) O P T_{M S T} \\
& \leq(k+1) O P T_{M U T} \\
& =\left(\left\lceil\log _{\alpha} n\right\rceil+1\right) O P T_{M U T}
\end{aligned}
$$

Thus, the approximation algorithm has error ratio $\varepsilon \leq\left\lceil\log _{\alpha} n\right\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$.

For the $\triangle$ MUT, there is a previous approximation algorithm [19], with error ratio $\leq 1.5(\lceil\log n\rceil+1)$. And our algorithm APPULTRA, with error ratio $\leq\left\lceil\log _{\alpha} n\right\rceil+1 \cong$ $1.44\lceil\log n\rceil+1$, where $\alpha=\frac{\sqrt{5}+1}{2}$, has a better approximation ratio.

## 5 A Heuristic Algorithm for MUT

For an evolutionary tree with $n$ different leaves, the order of the leaves from the left to the right is called the leaf node circular order [8]. For $n$ different leaves, there are $N(n)=3 * 5 * \cdots *(2 n-$ $5)=\prod_{k=1}^{n-3}(2 k+1)$ different unweighted unrooted evolutionary trees [8]. And there are $N(n)=$ $(2 n-3) \prod_{k=1}^{n-3}(2 k+1)$ unweighted rooted evolutionary trees [9]. However, given a leaf node circular order, only $((2(n-2))!/((n-2)!(n-$ $1)!$ ) different unweighted unrooted evolutionary trees can be built with that order and $(2 n-$ $3)((2(n-2))!/((n-2)!(n-1)!)$ different unweighted rooted evolutionary trees can be built. Some possible numbers are shown in Table 1.

The number of unweighted rooted evolutionary trees without any circular order grows every fast, so it is very difficult to solve the evolutionary tree optimization problem. In this section, we shall first propose a heuristic algorithm to get a good leaf node circular order. Then, we shall present an algorithm with dynamic programming to construct the optimal ultrametric tree under a certain circular order. The concatenation of these two phases is our heuristic algorithm for solving the MUT (Minimum Ultrametric Tree) problem.

Our heuristic algorithm to obtain a leaf node circular order for given an $n \times n$ distance matrix is follows.

## Algorithm Circular-Order

Input: A set $S$ of $n$ species and its distance matrix $M$.

Output: A node circular order $L=$ $\left(v_{1}, v_{2}, \cdots, v_{n}\right)$.

Step 1: Create a new virtual node $v_{0}$ and $d_{v_{0}, v_{i}}^{M}=$ $\infty$ for all $v_{i} \in S$.

Step 2: Find $d(u v)=\max _{i, j \in S}\left\{d_{i j}^{M}\right\}$. Set $L=$ $\left(v_{0}, v_{1}, v_{2}, v_{3}\right)$, where $v_{3}=v_{0}, v_{1}=u$ and $v_{2}=v$. Set $k=2$. Remove $u$ and $v$ from $S$

Step 3: Find a node $w \in S$ such that $d_{w, v_{i}}^{M}=$ $\min _{x \in S, v_{j} \in L}\left\{d_{x, v_{j}}^{M}\right\}$.
Step 4: If $d_{w, v_{i-1}}^{M} \leq d_{w, v_{i+1}}^{M}$, insert $w$ prior to $v_{i}$ into $L$, that is, $L=\left(v_{0}, v_{1}, \cdots, v_{i-1}\right.$, $\left.w, v_{i}, \cdots, v_{k}, v_{k+1}\right)$; otherwise, insert $w$ posterior to $v_{i}$, that is, $L=\left(v_{0}, v_{1}\right.$,
$\left.\cdots, v_{i}, w, v_{i+1}, \cdots, v_{k}, v_{k+1}\right)$. Reindex $L$ as $\left(v_{0}, v_{1}, \cdots, v_{i}, \cdots, v_{k+2}\right)$. Set $k=k+1$. Remove $w$ from $S$.

Step 5: Repeat Step 3 and Step 4, until $S$ becomes empty.

Step 6: Delete $v_{0}$ and $v_{n+1}$ from $L$, and obtain $L=\left(v_{1}, v_{2}, \cdots, v_{n}\right)$
In the following, we shall propose a dynamic programming method to construct the optimal ultrametric tree for a certain fixed leaf node circular order. Our algorithm can work on the minimum tree size and $L^{1}$-min increment scoring functions and its time complexity is $O\left(n^{3}\right)$. The algorithm is as follows.

## Algorithm OPT-ULTRA

Input: An $n \times n$ distance matrix $M$ with its node circular order $\left(v_{1}, v_{2}, \cdots, v_{n}\right)$.


Figure 8: $f(p, q, k)$ for the minimum tree size scoring function.

Output: An optimal ultrametric tree $T$ with respect to the node circular order.

Step 1: Set a sequence $S=$ $\left(v_{1}, v_{2}, \cdots, v_{n}, v_{1}, v_{2}, \cdots, v_{n-1}\right)$. Reindex $S$ as $\left(u_{1}, u_{2}, \cdots, u_{n}, u_{n+1}, \cdots, u_{2 n-1}\right)$.

Step 2: Set $O p t_{i, i}=0,1 \leq i \leq 2 n-1$.
Set $O p t_{i, i+1}=$ distance of $u_{i}$ and $u_{i+1}$, where $1 \leq i \leq 2 n-2$.

Step 3: Compute

$$
\begin{aligned}
& O p t_{i, j}= \\
& \quad \min _{i \leq k \leq j-1}\left\{\text { Opt }_{i, k}+\text { Opt }_{k+1, j}+\right. \\
& \quad f(i, j, k)\}, \text { for } 1 \leq i<j \leq 2 n-1, \\
& \quad 2 \leq j-i \leq n-1
\end{aligned}
$$

where $f(i, j, k)$ is a predefined scoring function.

Step 4: Find the minimum of $O p t_{i, j}$, where $j-$ $i=n-1$, as the cost of the optimal ultrametric tree.

Step 5: Construct the ultrametric tree with the information when we determine the value of $O p t_{i, j}$.

In the following, we shall show how to calculate the predefined scoring function $f(p, q, k)$.

Based on the measurement of the minimum ultrametric tree size, the scoring function $f$ in the above algorithm can be defined as follows:

```
\(f(p, q, k)=\)
    \(\max _{p \leq i \leq q, p \leq j \leq q}\left\{d_{i j}^{M}\right\}-\)
    \(\left(\max _{p \leq i \leq k, p \leq j \leq k}\left\{d_{i j}^{M}\right\}+\max _{k+1 \leq i \leq q, k+1 \leq j \leq q}\left\{d_{i j}^{M}\right\}\right) / 2\)
```

|  | without circular order | with circular order |
| :---: | :---: | :---: |
| 4 | 15 | 10 |
| 5 | 105 | 98 |
| 10 | 34459425 | 24310 |
| 20 | $8.2 \times 10^{21}$ | 17672631900 |
| n | $(2 n-3) \prod_{k=1}^{n-3}(2 k+1)$ | $(2 n-3)((2(n-2))!/((n-2)!(n-1)!)$ |

Table 1: Number of possible ultrametric trees that can be built without and with a circular order.
where $d_{i, j}^{M}$ denotes the distance between $u_{i}$ and $u_{j}$. In fact, $f=(p, q, k)$ represents the cost of the root to the subroots of the left subtree $\left(u_{p} \cdots u_{k}\right)$ and the right subtree $\left(u_{k+1} \cdots u_{q}\right)$, as shown in Figure 8.

And based on the measurement of the $L^{1}$-min increment, the scoring function $f$ in the above algorithm can be defined as follows:

$$
\begin{aligned}
f(p, q, k) & \sum_{p \leq i \leq k, k+1 \leq j \leq q}\left(\max _{p \leq i \leq q, p \leq i \leq q}\left\{d_{i j}^{M}\right\}-d_{i j}^{M}\right) \\
= & (q-k)(k-p+1) \max _{p \leq i \leq q, p \leq j \leq q}\left\{d_{i j}^{M}\right\}- \\
& \sum_{p \leq i \leq k, k+1 \leq j \leq q}\left\{d_{i j}^{M}\right\}
\end{aligned}
$$

When the scoring function is the minimum ultrametric tree size or $L^{1}$-min increment, $f(p, q, k)$ can be calculated in $O(1)$ time. Thus, the time complexity of Algorithm OPT-ULTRA is $O\left(n^{3}\right)$, since

$$
\begin{array}{r}
\max _{p \leq i \leq q, p \leq j \leq q}\left\{d_{i j}^{M}\right\}=\max \left\{\max _{p \leq i \leq q-1, p \leq j \leq q-1}\left\{d_{i j}^{M}\right\},\right. \\
\max _{p+1 \leq i \leq q, p+1 \leq j \leq q}\left\{d_{i j}^{M}\right\}, \\
\left.d_{p q}^{M}, 1 \leq p \leq n, 1 \leq q \leq n\right\}
\end{array}
$$

can be computed by dynamic programming in $O\left(n^{2}\right)$ time.

In addition, based on the measurement of the $L^{k}$-min increment, where $k \geq 2, f(p, q, k)$ can be defined similarly as follows.

$$
f(p, q, k)=\sum_{p \leq i \leq k, k+1 \leq j \leq q}\left(\max _{p \leq i \leq q, p \leq j \leq q}\left\{d_{i j}^{M}\right\}-d_{i j}^{M}\right)^{k}
$$

Here, $f(p, q, k)$ can be calculated in $O\left(n^{2}\right)$ time. Thus, when scoring functions is $L^{k}$-min increment, where $k \geq 2$, Algorithm OPT-ULTRA requires $O\left(n^{5}\right)$ time.

Figure 9 shows the computation dependence of subtrees. For example, $O p t_{1,4}$ needs the results of $O p t_{1,1}+O p t_{2,4}, O p t_{1,2}+O p t_{3,4}$ and $O p t_{1,3}+$ $O p t_{4,4}$.


Figure 9: The dependence graph for the dynamic programming.

In the following, we shall present our heuristic algorithm to solve the ultrametric tree problem, which is the combination of Algorithm CircularOrder and Algorithm OPT-ULTRA.

## Algorithm HEU-ULTRA

Input: An $n \times n$ distance matrix $M$ and the scoring function for the ultrametric tree problem.

Output: A good ultrametric tree $T$.
Step 1: Apply Algorithm Circular-Order on the input $M$ to construct a good leaf node circular order $L$.

Step 2: Apply Algorithm OPT-ULTRA on $M$ and $L$ to construct an ultrametric tree $T$.

Step 3: The tree $T$ is the solution of this algorithm.

## 6 Experiment Results

In this section, we shall how our experiment results. In our experiment, we use the random data to test our heuristic algorithm (Circular-Order) and dynamic programming (OPT-ULTRA). Each entry in the distance matrix $M$ is between 2 and

100 and the number of test instances in each test set is 100 . We compare our results with the UPGMM method [11]. In addition, we also use the combination of the leaf node circular order of UPGMM with our dynamic programming (UPGMM + OPT-ULTRA) for comparison.

In Table 2 and Table 3, we compare UPGMM, UPGMM + OPT-ULTRA and Circular-Order + OPT-ULTRA with the scoring functions minimum tree size and $L^{1}$-min increment, respectively. Each column represents one test set and there are 100 test instances in each test set. Each entry represents the number of occurrences that the performance of the method is superior to those of the other two methods. If both methods or all three methods get the top performance, then the number of occurrences increases one on each method getting top performance. Thus, the total number in each column may be greater than 100. For example, in Table 2, when the number of species is 10 , the entry of UPGMM represents that UPGMM method gets the top performance 8 times in 100 test instances. And, the three methods may get the same result, so the sum of 8,26 and 80 is greater than 100 .

In Table 2 and Table 3, we can find that UPGMM + OPT-ULTRA has better performance. We get a conclusion that UPGMM combined with our OPT-ULTRA has significantly improvement. Since UPGMM is based on the minimum tree size scoring function, and Algorithm Circular-Order (our method) is based on neither tree minimum tree size nor $L^{1}$-min increment scoring function, in Table 2, we can find that Circular-Order + OPT-ULTRA has worse performance than that of pure UPGMM when $n$ is large. Furthermore, Circular-Order + OPT-ULTRA has better performance than that of pure UPGMM. And, in Table 2 and Table 3, when $n$ is small, Circular-Order + OPT-ULTRA has better performance than other methods. Thus, we get a conclusion that when number of species is smaller, our method can get better leaf node circular order. When the number of species becomes larger, UPGMM shall get better leaf node circular order. Our OPT-ULTRA method is very effective to improve other methods.

## 7 Conclusion

In this paper, we propose an approximation algorithm, APP-ULTRA, with error ratio $\leq$ $\left\lceil\log _{\frac{2}{\sqrt{5}-1}} n\right\rceil+1 \cong 1.44\lceil\log n\rceil+1$, for solving the $\triangle$ MUT problem. Our proof of the error ratio
is based on MST (Minimum Spanning Tree) and BST (Binary Splitting Tree). And, we define the BST problem and design an $O\left(n^{3}\right)$ algorithm to solve this problem. The algorithm can produce a binary splitting tree with height no more than $\left\lceil\log _{\alpha} n\right\rceil$, where $\alpha=\frac{\sqrt{5}+1}{2}$ and $n$ is the number of leaf nodes.

Besides, we also propose a heuristic algorithm, Algorithm Circular-Order, to construct a leaf node circular order for given an $n \times n$ distance matrix, where $n$ is the number of species. And, we design a dynamic programming algorithm, Algorithm OPT-ULTRA, to solve the optimal ultrametric tree problem under a certain leaf node circular order. Algorithm OPT-ULTRA can work on the minimum tree size and $L^{1}$-min increment scoring functions. The time complexity of the dynamic programming is $O\left(n^{3}\right)$. In fact, by our experiment results, we get a clear conclusion that Algorithm OPT-ULTRA significantly improves UPGMM.
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