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Abstract

The wavelet transform has recently
emerged as a powerful tool for image
compression. In this paper, the Grey theory is
applied to a two-layer modified Competitive
Learning Network (GCLN) to generate optimal
solutions for VQ. In accordance with the degree
of similarity measures between training vectors
and codevectors, the grey relational analysis is
used to measure the relationship degree among
them. The input image is first decomposed into
four subbands in the 1-level wavelet transform.
Then the corresponding transformed coefficients
are trained using GCLN to form individual
codebooks for each subband. The compression
performances using the proposed approach are
compared with GCLN and the conventional
vector quantization LBG method. Experimental
results show that promising performance can be
obtained using the GCLN with wavelet

decomposition.
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1. Introduction

In recent years, wavelet coding [1-2] plays

an important role in image compression. The
wavelet transform is identical to a hierarchical
subband system. Basicaly, the wavelet
transform decomposes an image into a set of
sub-image blocks that are more stationary and
hence provide better coding performance. A
higher compression ratio can be achieved by the
exploitation of quantizers adapted to the
statistics of the sub-image blocks.

A number of vector quantization algorithms
for data compression have proposed over the
years [3-5]. The purpose of vector quantizaton is
to create a codebook such that the average
distortion between training vectors and their
corresponding codevectors in the codebook is
minimized. Codebook design can be considered
as a clutering process in which each training
vector is classified to a specific class. The
the codebook

iteratively such that the average distortion

clustering process updates

between training vectors and codevectors in the
codebook becomes smaller and smaller.

Neural networks with competitive learning
have been demonstrated capable of performing
In addition to the
the grey
relational theory proposed in 1982 [9-12] has
also been demonstrated to address the codebook

vector quantization [6-8].

neural network-based techniques,

design in this paper. In Grey-based Competitive
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Learning Network (GCLN), the learning rule
and stopping criterion of the original competitive
learning neural network are modified to address
the codebook design using the grey relational
strategy. The problem of VQ is regarded as a
minimization process of an object function. This
object function is defined as the average
distortion between the training vectors in a
divided image to the cluster centers represented
by the codevectors in the codebook. The
modified competitive learning network is
simpler than that of the conventional competitive
leaning network, and is constructed as a
two-layer fully interconnected array with the
input neurons representing the training vectors
and output neurons representing the codevectors
in the codebook.

In this paper, the input image is first
decomposed into four subbands LL1, LH1, HL1,
and HH1 in the 1-level wavelet transform. Then
the corresponding transformed coefficients are
trained using GCLN to form individual
codebooks for each subband.

simulations show that the GCLN used with VQ

Computer

is promising for image compression.

2. Competitive Learning Network

A competitive learning network is an
unsupervised network which selects a winner
based on similarity measure over the feature
space. A proper neuron state is updated if and
only if it wins the competition among all
neurons. Many schemes for competitive learning
networks have been proposed [13-14].

In the simple competitive learning network,
the single output layer consists of cluster centers,

each of which isfully connected to the inputs via

interconnection  strength.  In  conventional
competitive learning only one output unit is
active at a time and the objective function is

given by

Cc n
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where n and c are the number of training vectors
and the number of clusters respectively. u; ; =1

if x; belongs to cluster j and u; =0 for
al other clusters. The neuron that wins the

competition is called the winner-take-all neuron.
Thus u; ; indicates whether the input sample
x; activates neuron j to be awinner. u; is

given by

B if|q ~o <|x o, for al k
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otherwise.
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Theincremental Aw; isgiven by [13-14]
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where n is the learning-rate parameter.

Although Eg. (3.8) is written as a sum over al

samples, practicaly it is usualy used
incrementally, i.e.

Do, =nly —o; b, j=12-.c (3.b)
The updating ruleis given by

o, +1)=o,)+20,(). (4



The Modified Competitive Learning
Network (MCLN) has the same architecture as
the conventional competitive learning network.
It is an unsupervised competitive learning
network using the modified competitive learning
rule and stopping criterion. Similar to the
standard competitive learning rule in Egs. (3.b)
and (4), the least squared error solution can be
obtained by [13]

OJj(t+D:%ﬁ(t)+’7(Xi‘0JJ) ifoi -w,HSHx,—mk for all k ;
H t

o t) otherwise
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The MCLN algorithm modifies only output
neurons without updating the interconnection
Instead of

strengths. updating  the

interconnection strengths using the

winner-take-all scheme in the conventional
competitive learning network and for the
purpose of simplifying the hardware architecture,
the MCLN only modifies the output states

(cluster centroids).

3. Grey-Based Competitive Learning
Network for VQ

Suppose an image is divided into N
blocks (vectors of pixels) and each block
occupies ¢x (¢ pixels. A vector quantizer is a
Euclidean

technigue that maps the

¢x¢ -dimensional space R into a set

{0;,j=12..,¢ of points in R™, caled a

codebook. It looks for a codebook such that each
training vector is approximated as close as
possible by one of the code vectors in the

codebook. A codebook is optimal if the average

distortion is at the minimum value. The average
Eld(x;.0;)]

sequence of training vectors {x;,i =12,...,n}

distortion between an input

and its corresponding output sequence of code
vectors {o;, ] =12,..,¢} isdefined as

D=E[d(xi,mj>]=%2d(xi ©) (6)

The grey system is usually divided into
several topics such as grey theory, grey
mathematics, grey prediction, grey generating
space, grey decision, and grey relational analysis.
Grey relational

measurement of similarity between training

theory demonstrates the

vectors and codevectors based on the grey
relational space. Let x; be a training vector

relational coefficient is defined as

be the codevector j, then the grey

y(xiawj): Amin . +5Amax .

Ajj + & o 0

where

Amin. = m|n|Xi _(D]|
Amax. = maX|Xi _(D]|

Aij :|Xi _(DJ|

and 0<é& <1 is the distinguished coefficient.
The grey relational grade is given by
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where m is the dimension of the training vector

x; and the codevector ;.



In this paper, the grey theory is applied to
a two-layer MCLN in order to generate optimal
solution for VQ. The modified competitive

learning rule is modified as

_[ey®)+nx —«y) if  y;=y, foral k;
(q(t+])-g a® otherwise

(9)

The steps of codebook design using the
grey-based competitive learning network are
given asfollows.

Step 1: Initialize the codevectors (25 j< c),
learning rate n, maximum error (ME),
total error (TE), and a threshold value
€.

Step 2: Input a training vector x; and find the
winner's codevector based on the
maximum grey relational grade.

Step 3: Apply Eg. (9) to update the winner's
codevector and set TE=TE+ A;; .

Step 4: Repeat Steps 2 and 3 for all input
« (ME-TE
samples, then if ( %/IE<£' go

to step 5; otherwise replace ME content
from TE, and go to Step 2.
Step 5: Compl ete the codebook design.

4. Wavelet Transform and GCLN

The wavelet transform is a signa
decomposition technique [16]. The mother
function of wavelets, ‘P(x), can be any function

if it satisfies the following condition
o 2
i |W(x) dx <o (10)

Basically, most of the mother functions are

derived from the scaling function @ (x) which is

any function satisfying the scaling equation

o(x)= g ¢ d(2x-i) (11)

For any integer j, we define vector space v oas

follows

vi= span{d) J (x)} (12)
ol (x)=ol x-i) 0z (13)
If V! sisfies the following four

multiresolution analysis conditions
Condition 1: f(x)0V1 - f (271 x)ove,0j0z

Condition 2: ﬂ iDzVi ={C}

Condition 3: U 2V =L2(R)

Condition4:---Ov2ov?iovloviovio..
it is easy to show that the mother function of

waveletsis given by

(-1) ¢ o (2x-i) (14)

One of the most important characteristics
of the wavelet transform is multiresolution. The
wavelet transform converts the pixel values of
images to wavelet domain, without lose any
information in the spatial domain. A wavelet
decomposition of Lena image using the 1-level
Haar basis wavelet transform is shown in Fig. 1.

Vector quantization has been demonstrated
to be an efficient method for image compression.
The motivation for the proposed GCLN with
wavelet decomposition scheme is based upon the
resolution wavelet

fact that the lower



coefficients hold more information and higher

resolution wavelet coefficients hold less
information. The basic idea is described as
follows. The 1-level wavelet transform is first
performed on the input image to generate the
corresponding transformed coefficient. Then, the
coefficients of each scale are trained separately
to obtain an individual codebook. For example,
as shown in Fig. 2, the coefficients of LL1 and
LH1 are divided into the blocks of size 2x 2 and
4x 4 from which two codebooks of size = 512,
and 64 were built respectively. The coefficients
of HL1 and HH1 are totally discarded since they
rarely hold information, and are reconstructed by
searching the best-matched codevectors from the
codebook of LH1. The GCLN is eventualy
employed as vector quantization technique of
image compression and thus reducing bit rate

and training time.

5. Experimental Results

Codebook design is a primary problem in
image compression based on vector quantization.
In this paper, the quaity of the images
reconstructed from the designed codebooks was
compared with that from the LBG and GCLN
methods. The training vectors were extracted
from 256x256 with 8-bit gray level real
images, each of which is divided into 4x4
blocks to generate 4096 non-overlapping 16-D
training vectors. Three codebooks of size = 64,
128, and 256 were built by these training vectors.
The resulting images were evaluated
subjectively by the mean squared error (MSE)
and peak signal to noise ratio (PSNR) defined

for images of size NxN as

2552

PSR =10log,; —— 15
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and
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where x; and >“<i]- are the pixel gray levels
from the original and reconstructed images, and
255 is the peak gray level. Table 1 shows the
PSNR and M SE of the “F16”, “Girl” and “Lena”
images reconstructed from three codebooks of
size 64, 128, and 256 designed by the LBG and
the GCLN methods without wavelet
decomposition. The comparison between GCLN
without decomposition (named GCLN) and
GCLN with wavelet decomposition (named by

WT+GCLN) is shown in table 2. In table 2, the

compression ratio (CR) is [CR LL1 +
(CRLHL x  3)] / 4 =
[Px2x8  4x4x8 +H. 4-1689 for
o 9 6 O

WT+GCLN,  and = %8 _5133
4x4x8 1959 . A48 _16 for GCLN

respectively. From the experimental results, the
reconstructed images obtained from the GCLN
are superior to those obtained from the LBG
algorithm, and those from the WT+GCLN are
significantly better than those from the GCLN
algorithm.

6. Conclusions

In this paper, a two-layer modified
competitive learning neural network based on
gray relational theory for VQ in wavelet

transform domain has been presented. Instead of



updating the interconnection strengths using the
scheme in the conventional

the GCLN

winner-take-all
competitive learning network,
algorithm only modifies output neurons and
omits the updating of the interconnection
strengths. Experimental results show that the
GCLN and WT+GCLN methods produce
those

reconstructed images better than

reconstructed by the LBG method.
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Fig. 1 1-level wavelet transformed

Lenaimage (Haar basis)

LL1 LH1
HL1 HH1
(discard) (discard)

Fig. 2 1-level wavelet transformed

four subbands

Table 1. PSNR and M SE of the images reconstructed from codebooks of various size designed
by the LBG and proposed GCLN algorithms.

Codebook
) 64 128 256
Sizes
) PSNR  MSE PSNR  MSE PSNR  MSE
Images/Algorithms

16 LBG 2411 22231 | 2529 19230 | 26.34 14294
GCLN 2475 21768 | 2535 189.69| 26.64 140.90

Girl LBG 2768 109.62| 2851 91.60 | 29.69 77.09

ir

GCLN 28.79 85.98 | 29.91 66.44 | 31.05 51.02

L LBG 2526 146.89| 26.37 127.01| 27.06 106.71

ena

GCLN 26.09 160.01| 2723 12311| 2884 84.89

Table 2. PSNR and M SE of the images reconstructed from various compression ratios (CR)
designed by the GCLN and WT+GCLN methods.

meges F16 Girl Lena

Algorithms/CR PSNR MSE PSNR MSE PSNR MSE
GCLN CR=21.33 2475 217.68| 28.79 85.98| 26.09 160.01
WT+GCLN CR=16.89 26.64 140.90| 31.31 48.10| 28.91 83.51
GCLN CR=18.29 2535 189.69| 2991 66.44 | 27.23 12311
WT+GCLN CR=16.89 26.64 140.90| 31.31 48.10 | 28.91 83.51
GCLN CR=16 26.64 14090 | 31.05 51.02 | 28.84 84.89
WT+GCLN CR=16.89 26.82 13527 | 3131 48.10| 28.91 83.51
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