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Abstract-This paper presents an approach to array  
beamforming in the presence of array imperfections. The 
least-squared method of subarrays is used to improve the 
performance of the optimal beamformer. The proposed 
beamformer has a constraint that ensures that the desired 
signal passes through the processor undistorted in the look 
direction. It is also capable of nulling in the directions of 
co-channel interference. The simulations are done in the 
scenarios of white noise and colored noise. A significant 
performance improvement over the optimal beamformer is 
achieved in features of low sidelobes, undistorted desired 
signal, high output SINR and high array gain. Furthermore, 
the results demonstrate that the least-squared technique of 
subarrays is robust to array gain perturbation and to 
strong co-channel  interference as compared to the ideal 
beamformer. 
 
 Keywords: array imperfections, least-squared, subarrays, 
white noise, colored noise 
 
1.Introduction 

 
 Recently, the increased demand for mobile 
communication systems has motivated the need for more 
efficient use of the RF spectrum. As a result, many efforts 
have been made for the beamforming algorithm promising 
to smart antennas. Beamformer exploits the spatial 
dimension to suppress interferences and prevent signal 
cancellation. Several beamforming algorithms are designed 
under the assumption of ideal signal characterizations and 
perfect antenna arrays. 
 Approaches to robust beamforming in the presence of 
steering vector error are presented in [1-2]. The penalty 
function is added to the optimal weight to remedy beam 
distortion due to steering vector error [1]. The penalty 
function requires much computation. Iteratively searches 
for the correct steering vector by maximizing the array 
mean output power using a first-order Taylor series can 
combat against beam-steer error [2]. One development of 
robust array processor over the minimum variance 
beamforming is done by minimizing output power plus a 
penalty function, proportional to the square of the norm of 
the weight vector [3]. In the presence of an arbitrary 
unknown signal steering vector mismatch, minimization of 
a quadratic function subject to infinite many noncovex 
quadratic constraints is a new approach to robust adaptive 
beamforming [4]. For imperfect antenna array, a data-
domain signal subspace updating algorithm is expressed 

from the cause of cancelling the desired signal using the 
array covariance matrix of the perturbed model [5]. The 

  algorithm is used to improve the performance of 
imperfect antenna array with the generalized sidelobe 
canceller structure [6].  

αH

  In this paper, the application of the least-squared 
technique to the imperfect array beamforming is 
investigated to reduce sidelodes, maintain mainbeam in the 
look direction and suppress co-channel interferences. The 
initial antenna array is divided into subarrays. The weights 
of a subarray are provided by using the optimal weight. 
Then, the least-squared minimization between a 
beampattern reference and weight beampatterns of 
subarrays provides a better beampattern with low sidelobes, 
unity response in the direction of arrival of desired signal 
and  null response in the direction of arrival of interference. 
     The rest of this paper is organized as follows: Section 2 
explains the signal models in the perfect and imperfect 
antenna arrays. Optimal beamformer is described in the 
section 3. A robust beamformer based on the least-squared 
minimization of subarrays is presented in section 4. 
Simulation results provided in section 5 demonstrate the 
performance of the proposed method compared to the 
optimal beamformer and ideal beamformer in the presence 
of array imperfections. Besides the modeling disturbance, 
white Gaussian noise and color noise are accounted in 
dealing with imperfect array beamforming. Finally, our 
conclusion are given in section 6. 
 
2. Array Signal Models  
 
 The received array data at the snapshot from thn M  
narrowband sources impinging on a uniform linear array 
with  antenna elements in  the far field pattern can be 
represented as an 

L
1×L vector form [8] 

         )()()( nnn ηAsx +=           1,...,0 −= Nn      (1) 

where MLM ×= )](,),([ 1 θθ aaA K  is a steering matrix of 

a signal source   arriving 

from direction 

T
MM nsnsn 11 )]()([)( ×= Ks

[ ]Mθθ ,...,1=θ  and corrupted by a vector 

noise [ ]TLL nnnnn 11 )(),...,()( ×=η which is spatially and 

temporally Gaussian noise with power . The steering 

vector of the  source is given by  

2
nσ
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θa   which 

depends on an inter-element distance , wavelength of the 
carrier 

d
λ  and the impinging angle with respect to the array 

broadside mθ . Note that the superscript T denotes the 

transposition operator and  is the number of snapshots. N
 Unlike the above perfect array, amplitude  and phase of 
array element can be perturbed due to imperfect array 
structure. In the presence array imperfections, the signal 
model with gain perturbations G  is written as [5-6] 
                                       (2) )()()( nnn ηGAsx +=

where  represents the complex 

antenna gain matrix and gain can be modeled as  

[ LLLggdiag ×

∆

= ,...,1G ]
lg

                                    (3) ( ) lpj
ll eag ∆∆+= 1 Ll ,...,1=

where  and  are zero-mean random amplitude and  la∆ lp∆
phase errors of the  antenna element, respectively. 
Assuming that amplitude and phase errors are small yields 
an approximation of  g

thl

l  as 
                                                                   (4)         ll gg ∆+≈1
where  represents a zero mean 

complex gain perturbation of the  element and have the 
variance given by  

lll pjag ∆+∆=∆
thl

             [ 22
lg gE ∆=

∆

σ ]                            (5)          Ll ,...,1=                         

where E   denotes the expectation operator.  
 

3. Optimal Beamformer 
 
 The output of a beamformer can be formed by a sum of 
the array signals multiplied by a complex weight 

 as [3-4] [ T
LLwww 11,..., ×= ]

                                                          (6)   ( )nny H xw=)(
where the superscript H stands for conjugate transposition. 
The weight vector of the optimal beamformer is obtained 
by 

w
min Rww H  Subject to    fwA =H

It is equivalent to minimizing the array output but still 
maintaining the desired signal power. The vector f is an 

1×M  vector specifying the desired response in the look 
directions and null response in the interference directions. 
For instance,  provides unity response at [ ]TM... 1001 ×=f

1θ   and nulls in the directions at iθ  . The 
solution for the optimal weight vector can be found as 

Mi ,...,2=

                         .        (7) ( fARAARw 111 −−−= H
opt )

The covariance matrix  is 
unavailable in practical applications. Instead, the sample 
covariance matrix                        

)]()([ nnE HxxR =

                                 ∑
−

=

=
1

0
)()(1 N

k

H nn
N

xxR            (8)      

is used. However, the optimal beamformer is basically 
designed for the perfect array with the modeling 
disturbances, its degraded performance results in high 
sidelobes and distorted mainbeams. In the next section, we 
present an approach to achieve both sidelobe reduction and 
unity response of the mainbeam in the look directions.  

 
4. Robust Beamforming against Imperfect 
Antenna Array 
 
     The proposed beamformer is obtained by solving the 
least-squared problem given by [7] 
 

 )()(min
2

1
∑ ∑
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θθ k
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                    subject to                          (9) 1)(
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where dθ  is the directions of arrival of desired signals. 

)(θP  is reference array pattern ( taken here using the 
optimal weight ) expressed as 
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The array pattern of the subarray with Q  antenna 
elements can be computed by     

thk

( )[ ]
   ,...,1)()(

sin1)1(2

1

* KkekwS
dqQkjQ
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∑
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where  is the weight vector 

of the  subarray computed by Eq. (7). and 

T
QQ kwkwkw 11 )](),...,([)( ×=

thk K  is the 
number of subarrays The ’s are the weights obtained by 
Eq. (9). which can be rewritten as 

kd

2min SdP
d

−   subject to  1=bdT

The least-squared weights are then given by   

             ( ) ][1 bPSSSd λ−=
− HH                                (12) 

where  . ]1[][ 111 −= −−− P)(SS)(SbbS)(Sb HHTHTλ
The array pattern based on least-squared minimization is 
then taken as  
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To evaluate the performance of the proposed beamformer, 
we compare with the output SINR and array pattern of the 
optimal beamformer obtained in the previous section and 
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that of the ideal beamformer. Having known gain 
perturbation matrix, the ideal weight vector can be found as 
[5] 
                         

                                    
)()(

)(

dd
H

d

θθ
θ
Gaa

Ga
w =  .                 

(14) 
  
The output SINR can be calculated as 

                       
wRw
wRw

N
H

s
H

outSINR =                      (15) 

 where is  a covariance matrix of desired signal .  is 
a covariance matrix of interference plus noise which can be 
estimated as   and let 

be the array signal of the 

interference source  disturbed by noise, .               

sR NR

)]()([ nnE H
II xx

)()()( nnn II ηGAsx +=
)(nsI )(nη

 
5. Simulation Results 
 
 To illustrate the performance of the proposed 
techniques and compare it with the optimal and ideal 
beamformers, simulation examples are presented under 
additive white Gaussian and colored noise environments. In 
all simulation, a 16-element linear array with half 
wavelength separation was divided into four subarrays as 
depicted in Fig 1. Also, the desired signal and interference 
signal have the same frequency arriving from different 
directions at 20° and 80°, respectively. The interference 
signal is stronger than the desired signal with the input 
SNR = 20dB, the input INR= 60 dB and the input SINR = -
40 dB compared to background white noise of  = 1. The 

variance of gain error is fixed at   = 0.01. The number 
of snapshots is 100. The results obtained are averaged 100 
independent trials. 

2
nσ

2
gσ

 In the first example, an imperfect array in the presence 
of white Gaussian noise is simulated to demonstrate the 
robustness of least-squared beamformer. Fig. 2(a) shows 
the array patterns using the optimal weight, our proposed 
weight and the ideal weight. It is obvious that the least-
squared method can maintain the mainbeam in the look 
direction and the null in the interference direction besides 
reducing the sidelobes. Notice that the optimal beamformer 
has very high sidelobe power. The output SINRs are 
calculated at different the number of snapshots for perfect 
and imperfect arrays as plotted in Fig. 2(b). For the perfect 
array, the least-squared based beamformer converges to the 
maximum output SINR faster than the optimal beamformer. 
In the  presence of gain perturbation, the output SINR 
computed by using the least-squared technique is greater 
than that of using the optimal beamformer. From  Fig. 2(c). 
consider the output SINR’s using the optimal beamformer. 
The resulting output SINR’s higher than the fixed input 
SINR’s at 0 dB and -40 dB regardless of gain error  for 

the interval (-70)-(-20) dB. Augmented with the least-
squared technique, array gain (SINR

2
gσ

out/SINRint) can be 
however achieved much higher as seen in the plots of Fig. 
2(c). Low sidelobes, unity mainbeam in the look direction, 
deep null in the non-look direction and high output SINR 
are qualified for our proposed beamformer on least-squared 
subarrays. Fig. 3 shows a beampattern obtained by using  a 
20-element linear array with half wavelength separation, 
divided into five subarrays. Clearly, the least-squared 
method can maintain the mainbeam in the look direction 
and suppresses the interference signal in the undesired 
direction besides reducing the sidelobes and close to that 
resulting from the ideal beamformer. A 24-element array 
with a space of half wavelength was divided into eight 
subarrays. The resulting array patterns in Fig. 4. 
corresponds to that of Fig. 3.   
  We deal with imperfect array beamforming in a color 
noise scenario as the second example. The transfer function 

 is designed to filter a white 
Gaussian noise for generating the colored noise. The 
beampattern comparison in Fig. 5(a) reveals that the least-
squared based beamformer performs as well as the ideal 
beamformer knowing the exact gain perturbation matrix. 
Fig. 5(b) illustrates that we have the output SINR decreases 

11)95.01(9)( −−−= zzH

 versus the number of snapshots in the case of imperfect 
array. However, the resulting output SINR is larger than the 
input SINR (-40dB). Compared to the optimal beamformer, 
the output SINR from the proposed beamformer has higher 
array gain in the both cases of perfect and imperfect arrays. 
Similarly to Fig. 2(c), the output SINR’s versus variance 
gain of error in Fig. 5(c) at each fixed input SINR. indicate 
that array gains can be achieved using the least-squared 
algorithm.   
  
6. Conclusions 

 
 A robust beamforming method based on the least-
squared minimization of subarrays for imperfect antenna 
array is presented. Subarrays provide us a variety of 
beampatterns. The robustness is obtained by minimizing 
the difference between the beampattern reference and a 
sum of weighted subarray beampatterns. Compared to the 
optimal and ideal beamformers, the simulation results 
reveal that the proposed beamformer provides a satisfactory 
performance with the properties of  low sidelobes, 
undistorted desired signal, co-channel interference 
suppression and high output SINRs.   
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Figure 1. Subarray beamformer 
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Figure 2. Using 16 elements for 4 subarrays with 
additive white Gaussian noise (a) Beampatterns (b) 
Output SINR versus  for perfect and imperfect 
arrays and (c) Output SINR versus  for input SINR 
= 0 dB and -40 dB  

N
2
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Figure 3. Beampatterns using 20-element array 
divided into 5 subarrays 
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Figure 4.  Beampatterns using 24-element array 
divided into 8 subarrays 
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Figure 5. Using 16 elements for 4 subarrays with 
additive colored noise (a) Beampatterns (b) Output 
SINR versus  for perfect and imperfect arrays and 
(c) Output SINR versus  for input SINR = 0 dB and 
-40 dB  
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