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Abstract

The goal of our research is to develop an
efficient and economical Costing system to
advance the usability and management of Grid
resources. We integrate Technology Cost and
Deadline Scheduling in our Cost Model, and
build a web interface for user to setup their
requests easily. Differ from the usual models that
allow provider define their cost only, we involve
user's demand to improve the cost policy and
gain the price balance. Besides the budget, the
deadline of processing can be auser's demand in
our system; we use Deadline Scheduling
Algorithm to minimize the number of unfinished
job before deadline.

Keywords: Cost Model, Deadline Scheduling,
Grid Computing, Grid Economic.
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2.2 Cost Model
Grid
CPU
[9,11,12,13,14]
1. CPU
User Time
System Time
2. Memory
3.
Size
4 .
5. Page Faults
6 . Storage
7 . Network Bandwidth
8. Context Switches
Signals

LIGE:

9 . Libraries
Nimrod-G G-commerce[9]
Commodities Markets
1. Flat Fee
/O 2 Usage Duration
3. Subscription
4. Demand and Supply
Nimrod-G
GMD Grid Market
Directory
Page
Cost Model
2.2.1 Economy Model
[12,13,17,18,19,20]
Switching
lime stare Time out
Tatal time a1 this node
i i i e o i i i . =

.
o)

Cx :—
E Cip —
: I il
—
Totl Cost +

et




Queuing Scheduling Cd Cp Ct Cs Cp

node Ct
Link
C=Cs+ Cqg+ Cl 1
C Cs Cq Cl Grid Computing
Scheduling
Switching Queuing

Link

Shortest Path Routing

2.2.2 Technology Cost
Q'
P a kix pixu 3
i=1
Cf Economic model p x
Cd u p u
Cs p CPU u
CPU [ 10]
C=Cf+Cd+Cp+Ct 2 Technology Cost k
C Cf i
[ E
¢ | o Cs
d—h*ldl—lwl— -
1 :
.
1 : |
| - Processing
} - 2 -
} E Cp l Ct
1 : |

Total Cost : C



CPU, RAM, Disk

Br =f D, Pu, R, L, Pp 4

Bu D
Pu Pp
R L
Cp=P xB r 5
CpP
1 Br
Cost Model
Br
P
[23]
Agent
Budget

Deadline [21,22,24,25]

Memory

1
Grid Agent
= -
I P
Resource Broker ] e
i K]} (&1 .I-||
Imlcrmasion
Sorvae
I t/‘ ___________ TQJ E,J
2
Information Service
Grid Service
3
4
5
Resource
Broker
6



(1) CPU
side CPU
side
CPU

()] CPU side
side CPU side

CPU

side
CPU CPU

side

CPU side
side

side

side CPU
3 Deadline
Deadline
CPU sde

ek ey Ungs 1
Trem Fan v
s
e — g EUH W
a

;-—'.E'u-i-'i'--i'_' =
|
1 B L™ Ty
ey A e |
R Pl B s G w1 )
A e, I
oy '
i e |
- etk lingn I |
] vt e G |
b == mne I
- s TEERE a0
N mmE EuE o 1
|

........_...-..._..__I______'_______1___

- n
oL - - N -



side

4 Budget

side
side

side

side

side

side

Nimrod-G

CPU

(1

(2

(3l

sides

side performance

side

Amhar Abbas., Grid computing : A
practical guide to technology and
applications. Charles River Media,
Hingham,Massachusetts, 2003, pp. 31-97.
Joshy Joseph, Craig Fellenstein, Grid
computing. Prentice Hall Professional
Technical Reference, Upper Saddle River,
N.J., 2004, pp. 3-57.

Foster and C. Kesselman, The GRID:

Blueprint for a New Computing



(4]

(5]

(6]

[7]

(8]

Infrastructure.  Elsevier, Amsterdam,
2004,pp. 2-50.

A Natrgian, M  A.Humphrey, A
S.Grimshaw, “Grids: Harnessing

Geographically-Separated Resources in a
Context,” in
15th

M ulti-Organisational
Proceedings of the Annual
High
Computing Systems
Applications(HPCS  2001)

Canada, June 18-20, 2001.

Symposium  on Performance
and

,Ontario,

Abramson, Rajkumar Buyya, and Jonathan
Giddy, “A Computational Economy for
Grid Computing and its Implementation in
the Nimrod-G Resource Broker,” Future
Generation Computer Systems (FGCS)
Journal, Volume 18,
1061-1074,
Netherlands, October 2002.

M. Baker, R. Buyya, D. Laforenza, “The
Grid: in Global

Issue 8, pp.

Elsevier Science, The

International  Efforts
Computing,” intl. Conference on Advances
in Infrastructure for Electronic Business,
Science, and Education on the Internet,
Italy, 2000.

Nimrod: Tools for
Modelling.

David Abramson,
Distributed
Available:

http://www.csse.monash.edu.au/%7Edavid

Parametric

a/nimrod/index.htm
R. Wolski, J. Plank, J. Brevik, and T.
Bryan, “ Analyzing Market-based Resource

Allocation Strategies for the

Computational Grid,” International
Journal of High-performance Computing
Applications, VWlume 15, Number 3, Sage

Publications, USA, Fall 2001.

(9

(10]

(11]

(12]

(13]

(14]

(19]

Kazem Najafi and Alberto Leon-Garcia,
“A Novel Cost Model for
Networks’,
Proceedings 2000, Volume 2, pp.
1073-1080.

Active

Communication Technology

Zhengyou Liang, Ling Zhang, Shoubin
Dong, and Wenguo Wei, “Charging and
Accounting for Grid Computing System,”
Soringer-Verlag Berlin Heidelberg 2004,
pp. 644-651.

Keith D., Walter B., “An Analysis of the
Cost Effectiveness of an Adaptable
Kluwer Academic

2004,

Computing Cluster,”
Publishers,
pp.357-371.

Netherlands,

Erich  Schikuta,
Grid and

Thomas Weishaupl,
“Towards the Merger of
Economy,” Springer-Verlag Berlin
Heidelberg 2004, pp. 563-570.

Jun-yan Zhang, Fan Min, and Guo-wei
Yang, “Integrating New Cost Model into
HMA-Based Grid Resource Scheduling,”
Soringer-Verlag Berlin Heidelberg 2004,
pp. 652-659.

Atsuko Takefusa, Henri Casanova, and
Satoshi Matsuoka, and Francine Berman,
“A Study of Deadline Scheduling for

Client-Server Systems on the

Computational  Grid,” 10th  IEEE
International  Symposium on  High
Performance  Distributed = Computing
(HPDC-10'01) , San Francisco,

Cdifornia,August 07 - 09, 2001, pp.
406-415.

Buyya R., Abramson D. and Giddy J,
“Nimrod/G: An Architecture of a Resource
Management and Scheduling System in a
Global Computational Grid,” HPC Asia



[16]

[17]

[18]

[19]

[20]

2000, Beijing, China, May 14-17, 2000, pp

283 289.

Rajkumar Buyya, David Abramson, and
“Nimrod-G Resource

Service-Oriented  Grid

IEEE Distributed Systems

Jonathan Giddy,
Broker  for
Computing,”

Online, in \Wblume 2 Number 7, November
2001.

Buyya R., Giddy J. and Abramson D, "An
Evaluation of Economy-based Resource
Trading and Scheduling on Computational
Power Grids for Parameter Sweep
Workshop on
Middleware (AMS  2000),
Pittsburgh, USA, Kluwer Academic Press,
August 1, 2000.

Buyya R, Abramson D., and Giddy J., “A

Applications”, Active

Services

Case for Economy Grid Architecture for
Service Oriented Grid Computing”, 10th
Heterogeneous Computing Workshop, San
Francisco, California , April 23, 2001.

Buyya R., Stockinger H., Giddy J. and
Abramson D., “Economic Models for
Management of Resources in Peer-to-Peer

and Grid Computing”, Technical Track on

Commercial Applications for
High-Performance  Computing, SPIE
International  Symposium on  The

Convergence of Information Technologies
and Communications (ITCom 2001),
Denver, Colorado, USA, August 20-24,
2001.

Abramson D, Buuya R. and Giddy J. “A
Computational  Economy  for  Grid
Computing and its Implementation in the
Nimrod-G Resource Broker”, Future
Generation Computer Systems. Volume 18,

Issue 8, Oct-2002.

(21]

(22]

(23]

(24]

(29]

Buyya R., Abramson D. Giddy J. and
Stockinger H., “Economic Moels for
Resource Management and Scheduling in
Grid Computing”, Journal of Concurrency:
Practice and Experience, Grid computing
special issue 14/13-15, 2002.
Buyya R, Murshed M., and Abramson D.,
“A Deadline and Budget Constrained
Cost-Time Optimization Algorithm for
Scheduling Task Farming Applications on
Global Grids’, The 2002 International
Conference on Parallel and Distributed
Processing Techniques and Applications
Las Vegas, Nevada, USA, June 2002.
(PDPC)
https://www.pdpc.cs.pu.edu.tw/
Atsuko Takefusa, Henri Casanova and
Satoshi Matsuoka, and Francine Berman,
“A Study of Deadline Scheduling for

Client-Server Systems on the

Computational  Grid,” 10th  IEEE
International  Symposium on  High
Performance  Distributed = Computing

(HPDC-10'01) , San Francisco, California,
pp. 406-415, August 07-09 2001.
C.T.Yang, C.L. Lai, P.C. Shih, and K.C. Li,
“Resource Broker for Computing Nodes
Grid Computing
in GCC 2004 The 3rd

Selection in
Environments’,
International Conference on Grid and
Cooperative Computing, LNCS 3251
Springer-Verlag Heidelberg, H. Jin, Y. Pan,
N. Xiao, J. Sun (Eds.), Wuhan, China,

2004.



