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Abstract

There has been a growing trend on supporting secu-
ity service over Internet. Providing security-enhanced
multicast service for private conference could be even
problematic due to that the network is full of non-
trusted nodes, it is hard to achieve a safe registration
procedure without incurring the implosion of confirma-
tion messages, it is easy to trap into a wait deadlock
when members performing peer validation, and the key
distribution procedure is not scalable when distributing
a single key to multiple members. In this paper, we
identify these problems in each steps associated with
providing the security-enhanced multicast service for
private conferencing. We present a cryptographic pro-
tocol that employs core-based and source-based tree al-
gorithms to construct a hierarchical tree and several se-
curity mechanisms to provide authentication, integrity,
and confidentiality services. The protocol uses a pre-
authorization scheme to construct trusted registrars in
the multicast network to avoid incurring confirmation
implosion, a decentralized validation procedure to pre-
vent deadlock in peer-validation, cryptographic algo-
rithms to keep message ezchanges intact and confiden-
tial, and a hierarchically procedure to make key distri-
bution scalable.

1 INTRODUCTION

It has been a growing trend to provide security ser-
vices for Internet for group-based applications to pro-
tect, safeguard, and validate the information between
communicating parties. Such group-based network ap-
plications often takes advantage of the multicast ser-
vice of the Internet, as the availability of the MBONE
(1] architecture widely spread in Internet. A typical
example is a multiparty private conferencing applica-
tion that requires security functions in multicast ser-
vices [2] to protect the integrity of traffic from mod-
ifications, guard for confidentiality of communication
from electronic eavesdrop, and validate participant’s
authenticity.

A private multiparty conferencing system is a multi-
cast application that provides participation-restricted,
security-enhanced functions for registration and au-
thentication of participant, and integrity and confi-
dentiality for the data communication. The practice of
such a private multiparty conferencing involves five ba-
sic phases: initialization, registration, validation, com-
munication, and key distribution. A multiparty con-
ferencing system allows several conference sessions to
take place simultaneously, one for each party. A ses-
sion holder initiates a session and holds a long-term
secret key for that session, called session key. It is the
session holder who decides. how a registration proce-
dure will proceed later. The session holder determines
himself along or delegates some agents to assist him
to register new joining users. If successfully complet-
ing the registration, the user is granted the session key
and a certificate signed by the session holder, which
becomes a participant of the conference. The session
key will be used to encrypt messages to be sent to other
participants, whilst the certificate will be used to au-
thenticate the participant’s status. During the session
proceeds, each participant periodically sends a valida-
tion request message containing this certificate to the
session for other participants to authenticate him. As
time goes by, the session key might be susceptible to
malicious intruders; hence, it is often practical to pe-
riodically change and distribute the session key.

In view of the above procedures, conducting a pri-
vate multicast conference requires the provision of
functions such as authentication of joining users dur-
ing registration phase, authentication of participants
during validation phase, traffic confidentiality in com-
munication phase, and secure session key delivery in
key distribution phase. To support these security func-
tions, various cryptography mechanisms are utilized to
ensure participant authentication, traffic integrity and
confidentiality. Specifically, digital signature schemes
are required for authorizing certificates [3]'in the reg-
istration phase, authentication procedures [4] are re-
quired to validate participants in the validation phase,
message digesting and cryptographic algorithms (5] are
required to guarantee traffic integrity and confidential-
ity in the communication phase, and finally confiden-
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tial key distribution methods [6] are required in the
key distribution phase.

The essential concerns for embedding security func-
tions in multicast are the scalability and validation
delay problems. Multicast schemes can be generally
classified into two categories: the source-based tree {7]
schemes that construct one tree for each source and
the shared tree schemes [8] that build a single tree to
share with all multicasting sources. As an example for
the first category, Deering’s work extended IP service
model to accommodate multicast capability and allow
hosts to arbitrarily join and leave a multicast group.
Lately works by Deering and Cheriton [9] and Mace-
donia and Brutzman’s {10] also fall into this category.
Since the source based tree protocols, for examples
MOSFP [11] and DVMRP [12], suffer from the prob-
lem such as the scalability, more bandwidth require-
ment, and soft-state maintenance effort, CBT [13] and
PIM [14] protocols are innovated for scalable, simple-
to-implement multicast routing protocols. The source-
based tree is able to optimize the delay via shortest
path tree algorithm; the validation delay between par-
ticipant could be minimized. On the other hand, the
shared-based tree can offers smaller total tree cost and
better scalability; it is suitable for constructing a scal-
able, security-eccentric tree that minimizes the total
threat of the tree.

Although multicast routing being a very active re-
search area, the enforcement of security services within
the routing framework is just about to burgeon. Some
works have been done that successfully merged the
techniques from both respects into frameworks. A
discussion about the security threats and countermea-
sures associated with multicast is first found in Bal-
lardie and Crowcroft’s work [15]. The first work ad-
dressing the use of distributed registration and key
distribution (DiRK) in the context of multimedia over
Internet Mbone is found in Oppliger’s work [6]. DIRK
has founded the basic framework for registration and
key distribution corresponding to different levels of se-
curity requirements; still, some critical problems and
issues that deserve further investigation are perceived.
First, during participant registration phase, it may be
required to provide more trusted registrars if more re-
strict privacy is required. Secondly, a joining user
may repeatedly encounter a rapid burst of confirma-
tion messages with respect to his registering request;
resulting in a performance deterioration. Thirdly, the
registration validation phase would likely to produce
deadlock during the recursive waiting for validating a
series of participants’ certificates. Also, in the key dis-
tribution phase, using present session key to encrypt a
new key could be fragile; as long as the initial session
key is deciphered, the subsequent new keys will be ob-
vious. Finally, the key distribution scheme should be
scalable as the number of participant increases.

Another important issue related to security services
for multicast is associated with the key distribution.

Group key management problem has been addressed
in [16], in which a group key management protocol
(GKMP) is proposed to distribute the burden of key
distribution on a group of members. The scalability is-
sue is addressed extensively in Ballardie’s work, RFC
1949 {17]. He proposed a scalable multicast key dis-
tribution (SMKD) scheme that uses CBT model to
provide secure registration of a CBT group tree and
as a result solves the scalability problem in multicast
key distribution. SMKD assumes that the routers on
the delivery tree are trusted; however, the authors ad-
vised phat a core router should authenticate joining re-
quests. This suggests that further work should be done
on what authentication scheme between them would be
and how to select the core routers. Also, although the
author’s idea of restricting key distribution capabil-
ity to "trusted” routers implies that the level of trust
should be considered in the multicast, there still needs
to take a step further to explicitly design a "trusted”
network by taking advantage of the hierarchical archi-
tecture of Internet.

In the paper we explicitly identify some critical
problems encountered in providing security services for
private multicast conferencing. These problems are
stated as follows:

1. Trusted registrar Who will be the trusted reg-
istrar responsible for authorizing certificates and
distributing session keys? Delegating agent is a
feasible solution; Nevertheless, improper selection
of agents will weaken the security of the system.
In SMKD, it is assumed that all routers on a deliv-
ery tree are trusted and will not misbehave, so any
router can join to be a core router delegating the
session holder. In DiRK, an user can register as
an active participant; consequently, he is eligible
to register new users and provide for the session
key on session holder’s behalf. So, both meth-
ods allow arbitrary node to join as a delegating
agent for session holder. Obviously, the number
of agents could increase out of the session holder’s
control as active requests grow, which becomes a
serious problem when executing authentication, as
a result of more security holes.

2. Confirmation implosion: During registration
phase, active participants who receive the regis-
tration request from a joining user may simulta-
neously return registration confirmation messages
to the joining user - an implosion of confirmation
messages will occur at each joining origin.

3. Recursive certificate authentication: During the
validation phase, an active participant who wants
to verify any participant’s certificate would need
to wait for the validation messages from all the
participant’s ancestors until he receives the session
holder’s certificate. If there are several validation
requests issued simultaneously, the recursive wait-
ing in active participants will likely result in a wait



deadlock.

Confidential key distribution: An encryption
scheme is called computational secure if the time
required to break the cipher exceeds the lifetime of
the information [4]. For example, using the mas-
sively parallel computing power it is easy to break
the 56-bit DES key in hours. If the initial session
key K is broken within the lifetime of the initial
session key, the private conferencing it could be
not computational secure because the subsequent
new keys can be decrypted easily.

. Scalable key distribution: The complexity of ses-
sion key distribution is subject to the growth of
network size. Using single key distribution center
for distributing keys does not offer a scalable so-
lution. This is even complicated in sender-specific
multicast, in which multiple session keys with one
for each sender being distributed to its partici-
pants.

The paper proposes a hierarchical cryptographic
multicast protocol that can be used to handle par-
ticipants’ registration, validation, communication, and
key distribution in a private conferencing system. The
design goal of the protocol is to achieve a secure,
trusted registration, to avoid the confirmation implo-
sion and recursive authentication problems, and to pro-
vide confidential, scalable key distribution scheme.

The paper is organized as follows. The next section
will give a general description of relevant cryptogra-
phy techniques and the procedure for generating the
hierarchical tree. and Session 3 will be dedicated to
the discussion of the multicast cryptographic protocol.
Then, it follows the state diagram of the protocol and a
demonstrative example. Finally a conclusion is drawn
with a probe to future directions.

2 SECURITY-ENHANCED
HIERARCHICAL MULTICAST
TREE

The foundation of a secure protocol is based on
cryptography; messages are encrypted and decrypted
between peer communicating entities. Such protocols
are also named as cryptographic protocol [18]. The
cryptography notation given in Table 1 will be used
throughout our discussion.

To take advantage of Internet architecture, we con-
struct the multicast tree into a two-level hierarchi-
cal network. In Internet terminology, the backbone
routers comprise the first-level zone, called transit
zone, whereas routers connecting to any of the back-
bone routers comprise the second level zone, called
stub zone. Likewise, we categorize the nodes in the
first level of the multicast tree as core nodes, or simply
cores, and the other nodes that connect to each of the
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Se,

Figure 1. A hierarchical muiticast tree with
trusted cores and members

cores as member nodes, or simply members. A gen-
eral form of such a multicast tree is depicted in Figure
1 in which intermediate non-member nodes are omit-
ted for simplicity. A session in the conference is thus
dissected into two subsessions in the hierarchy. The
session held by the session holder H for a group of
cores is called core subsession Sg. The session holder
authorizes these cores as trusted nodes for the confer-
ence and delegates each core C;,4 = 1,...,n, to hold a
localsubsession Sc, and process registration requests.
During registration phase, H distributes session key

"Hg,, to the cores in the same manner as core C; dis-

tributes local session key K Sc, to its members. Any
message exchange between members in different local
subsections or between members and cores will involve
a series of pair-wise encryption and decryption using
the session keys Ks, and Kgs. to ensure traffic in-
tegrity and confidentiality. '

To maintain the authenticity of the participants in
the conference, we employ two types of certificates dur-
ing the registration phase. In the upper level of the
hierarchical tree, the session holder issues core regis-
tration certificates H{(C;, Su)) = (H,Ci, Su, ke, )kt
to a trusted core C; ; thereafter, the core C; can is-
sue a member registration certificate C;({M;,Sc.))
(Ci, Mj, Sc,, km; )k} to alegitimate member M;. The
certificates are shown in Table 2.

The procedure for constructing the multicast tree
like Figure 1 is explained as follows. The multicast tree
is constructed during the phase of participant registra-
tion. The tree generation procedure employed in core
subsession is different from that used in local subses-
sions. A subtree for the core subsession is constructed
by using a CBT-like scheme [19] in which a group of
cores are connected to form a trusted core tree in or-
der to minimize the cost of the tree. In contrast,
the subtree for local subsession is formed by using a
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DVMRP-like scheme [20] which minimizes the path de-
lay from the member to the corresponding core. As
shown in Figure 1 the H — C; — C; — C3 a minimum
cost tree whereas each local subtree is a shortest path
tree (SPT). The primary concern of using this mix-
ture approach is justified in our previous work [21] that
the core-base tree approach can provide better scalabil-
ity and is simple to implement whilst the source-base
tree can achieve shortest delay form each member to a
source.

For a core to register with session holder, it sends
a registration request that will set up transient join-
ing state in each router it traverses. This transient
state eventually times out unless it is confirmed with
a join acknowledgement from upstream routers. The
acknowledgement message traverses the reverse path
of the corresponding join request message. Once it
reaches the router that originated the join request mes-
sage, the registration complete and the new participant
can receive traffic sent to the session.

For a member to register with a core, it sends a
registration request message that will record the ad-
dresses of upstream routers to the source so that in the
reverse-path forwarding [22] phase the previous hop is
always known to the node who receives the message
in the reverse path. On routing the request message,
the intermediate nodes will simply perform routing us-
ing conventional routing protocol, e.g., DVMRP: they
will not be allowed to join the conference and hence
will not need to perform authentication for the re-
quest message. During the request confirmation phase,
the reverse-path forwarding technique is employed to
construct the multicast tree, taking the advantage of
recorded routing information.

3 THE CRYPTOGRAPHIC
MULTICAST PROTOCOL

The cryptographic multicast protocol consists of the
following phases: session initialization, registration,
communication, validation, and rekeying.

3.1 Session Initialization

To initialize a session S, a session holder H first
authorizes the session key kg to a set of nodes C’s as
candidates, which can register with the H as legitimate
cores later. The H then randomly generates public key
pair (ks, k; ') and announces [S, kx]kg" to the channel
S.

H —S:INIT(C, kg)

H = S:INIT([S, kalk5")

Note that because the session identifier S and the
short-term private key ki are encrypted with the H’s
long-term public key kg, only those who have been pre-
authorized with kg can decrypt this announcement.
Also, it should be emphasized that (S, kaJky', rather
than (S,ks)k5", is used in this announcement. Since

-4-

this announcement is for nodes to join as a core, we
enforce the degree of trust by restricting the eligibility
of extracting S and kj to only those nodes that have
been authorized the kg by H. Note that the S and %,
are sent in a encrypted form of [S, kh]k;Il, rather than
in clear text (S,kn)ky' = S, kn, {S,kn}kg', in order
to enforce the confidentiality in key distribution. Also
note that the symbol = in the above equation repre-
sents broadcasting. For more definitions on message
transmissions, reader may refer to Table 3.

Table 1. Communication Primitives
{ = : Unicast | — : Multicast [ = : Broadcast |

3.2 Participant Registration

The registration phase takes place both in between
cores as well as in between the members and cores.
In the former case, a node C; who had H’s session
key sends a registration request REG.REQ to H by
unicast. The REG_REQ includes (kc,)kg' so that H
can authenticate C;’s message and extract C;’s short-
term public key k.. After receiving these registra-
tion requests, H will select some from the nodes that
has been pre-authorized as the legitimate trusted cores
and then broadcast a registration confirmation mes-
sage REG_CONF to S. The REG_.CONF message in-
cludes the identity C;, the destination address of Cj,
its certificate H{{C};, Sg)), and a secret key K, that
is encrypted by C;'s short-term public key k;.

Ci— H: REG_REQ((kc‘.)kE',l)

H=S:REG.CONF(C;i, H{(C:, Sp)), {Ksy Yre:)

In the latter case, the registration is issued from
joining users to the legitimate trusted cores. User M;
sends the core C; a registration request REG.REQ
that contains a k,,, encrypted by M;’s long-term
private key kj;. After receiving the request, C;
broadcasts a registration confirmation to S. The
REG.CONF message contains M;, destination address
M;, its certificate C;{(M;, Sc,)) and a secret key Ks,
encrypted by M;’s short-term public key k.

M; = C; : REG_REQ({km,)k7)

Cj = S : REG.CONF(M;,C;{({Mi, Sc;)), {Ksc, tom,)

Some critical problems related to the participant
registration phase are identified here: the trusted reg-
istrar, the confirmation implosion, and the hop-by-hop
authentication problems. First, allowing arbitrary user
to register as the session holder’s delegate seems a nat-
ural approach; however, it is not secure enough if the
private conference requires restricted security guaran-
tee, and it would be hard for the holder to secure his



session as the number of delegates increases. The prob-
lem is even more severe in the core-based tree scheme
if the core routers responsible for key distribution are
not trusted nodes. Then, who should be the trusted
nodes responsible for authenticating and registering
new participants? We resolve this problem by using
a pre-authorization scheme to ensure that the session
holder can control and secure the number of trusted
registrars. A session holder will first authorize his ses-
sion key kg to a group of nodes, which then become
the eligible candidates for being cores; then it selects
a number of nodes from these authorized nodes as the
cores to delegate it for registering new participants.

Secondly, when allowing arbitrary registrar to dele-
gate the session holder, it is likely that a joining user
will receive extra confirmation messages from the regis-
trars that received his joining requests. This will result
in a burst of traffics within a short period in the join-
ing origin — a so-called confirmation implosion problem.
Although a simple mechanism as random timer can
be used for the confirming registrar to impose a ran-
dom time before sending the confirmation messages,
it still cannot avoid producing such excessive confir-
mation messages into the network. In our scheme, a
joining node will choose the one and only one core to
register among the legitimate trusted cores, so it will
receives only one confirmation message from the core.

Finally, unlike SMKD that requires all the routers
along the tree to join the conference and to perform
corresponding authentication hop-by-hop during join-
ing phase, our scheme will not allow the intermediate
routers to join the conference for security considera-
tion. Instead, the authentication will be performed
on the end-to-end basis using specific unicast trans-
mission via the best path to a specific target (session
holder or cores). This will avoid the inefficiency by us-
ing hop-by-hop authentication repeatedly, which will
induce more security holes due to the join of the in-
termediate routers and overhead in soft-state mainte-
nance in these routers.

3.3 Message Communication

Once registered, the participant can communicate
with the other members in the conference. When a
core C wants to multicast data to the members, it first
multicasts the data to the core subsession by encrypt-
ing the data with secret key K, . After receiving and
decrypting the data with the secret key, each core C;
encrypts the data again using the key S¢, of the local
session and multicasts it to the local members.

Cw Sy :COMM({Data}Ks,)

C; — Sc, : COMM({Data}KSC'_ ), Vi

When a member M wants to send a data, it will first
encrypt it with the subsession key Sc and multicast
to the local subsession. After the core C of the local
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subsession receives the data, it decrypts the data with
the same secret key and multicasts the data encrypted
with session key Kg, to the other cores, which will
then deliver the data to its local member subsequently.

M — S¢ : COM M ({Data}Ks,)

C+ Sg: COMM({Data}Ks,,)
Ci— Sc, : COMM({Data}Ks,, ),Vi

3.4 Membership Validation

During the conferencing, a participant is required to
send validation messages periodically to other partic-
ipants for them to verify his participation. A partici-
pant sends a validation request message to the session
from which he anticipate for a confirmation message.
A validation message contains identify, certificate, and
a timestamp T - all digitally signed by the private
key that corresponds to the public key included in the
certificate. Validation requests are issued either from
cores or from members and the validation confirma-
tions are replied from session holder or cores respec-
tively.

C; —» H : VAL_REQ({C;, H{(C:,
Se)) AT}z Yen)

Hw Sy : VAL.CONF({C;, H{(C:;,

Su)) {T}k; "} Ksy)

C; = Sc, : VAL.CONF({C;, H((C:,

SH)>7 {T}kc—,l}KScJ)yvj

When a core C; is willing to request for validation,
it uses ky to encrypt C;’s identity, certificate, and an
encrypted timestamp 7" into a VAL_REQ message and
send it to the session holder. The session holder ex-
tracts k. from C;’s the certificate, decrypts T with k.,
and compare the result with a timestamp T, which
is taken from local clock. The status of the partic-
ipant is valid only if the T — T is within a certain
threshold value. After authenticating C;'s status, the
session holder multicast to all cores a VAL_CONF mes-
sage encrypted with K, . Remind that a legitimate
core will hold a public key kj, obtained in the initial-
ization phase, and a secret key Ky, obtained in the
registration phase. With these two keys, core C; can
decrypt the message and decipher for the timestamp
T in the VAL_.CONF. After C; authenticates the C;’s
status, it will forward the confirmation message to its
local members.

M — C; : VAL REQ({M, C,({M,
SC,-))! {T}k;l}ij)
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Figure 2. CAT tree formed by using arbitrary
registrar. The square marks a core while the
circle marks a member.
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In contrast, when a member M wants to send a
validation request, instead of sending to the session
holder as in the previous case, it first sends the vali-
dation message to the core C; from which the member
has obtained the certificate C;{(M,Sc;)). After the
core validates M’s status, it multicasts a VAL_.CONF
message to the core subsession. Every core in the sub-
session then forwards the confirmation message to its
local members.

3.4.1 Certificate Authorization Tree

Consider the following case when a joining user I is
registered by an arbitrary user B, who has been regis-
tered by A. The registration relation can be recorded
by a tree data structure called certificate authorization
tree (CAT). Figure 2 shows the result of the registra-
tion that allows arbitrary registrar during registration
phase where B{(I,S)) represents the certificate issued
to I by B for session S and A((B,S)) to B by A, and
O on.

Such scheme could easily trap into a situation called
recursive authentication, which is explained as follows.
Assuming that B issues a validation request message
VAL_REQ, which is captured by an arbitrary mem-
ber I. If I wanted to validate B, he would have
to extract the k, from B’s certificates A((B,S)) =
(A, B, S, ks)k;1. To authenticate ky, I must to verify
the digital signature that is associated with A{(B, S)).
But in order to verify this signature, J must have A’s

public key k,. Hence, I waits for A’s VAL REQ mes-
sage from which he can extract k,, but again, in or-
der to make sure that k, is authentic, I must ver-
ify the digital signature that is associated with this
VAL_REG message. Node I is thus pending until it
gets the public key k; that is certified with H’s pri-
vate key k,','l. Now, since kj_is publicly available, I
can extract k; from H{((J,S)) = (H,J,S, k;)k; !, then
extract ko from J((4,8)) = (J, 4,8, ka)k; * contained
in A’s VAL REQ, and finally use k, to validate the
A{(B,S)) = (A, B, S, ky)k;t, which completes the B’s
validation request. In fact, any one who wants to val-
idate B will have to wait for the validation requests
of all participants in the path from B to H. This
recursive validation could result in wait deadlock [24]
when simultaneous requests are waiting for each other.
Furthermore, a bottleneck exists in the network when
conference participants distributes densely and join to
a specific node, node J in the figure for example; the
concentration on validation traffic will prevent the con-
HGS >
KES , &GS

ference from being scalable.

Figure 3. Two-level hierarchical certificate au-
thorization tree CAT.

HAS >
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o

To cope with this problem, the validation procedure
is decentralized by dint of selecting trusted core reg-
istrars and delegating them to validate its members.
The result from employing our registration process is
shown in Figure 3. With the CAT, the subsequent val-
idation process can be made simple in two hierarchi-
cal stages, avoiding the recursive authentication prob-
lem. Specifically, E’s validation request can be veri-
fied by the core J because it authorizes E’s certificate
JUE,S;)) = {J, E,S_],ke)k;l and hence surely can
extract the public key k.. Moreover, since each valida-
tion request message VAL _REQ is sent via a shortest
path to a corresponding core in which the request is
validated, only one end-to-end validation is involved,
which greatly reduces the traffic incurred in the net-



work when using hop-by-hop authentication schemes.
3.5 Change Key and Redistribution

In private conferencing, session key used for a long
time will not guarantee confidential key distribution.
If the initial session key K is used to encrypt a new
session key K, and similarly K to K§g, and so on, a
malicious attacker may take as much time as he can to
decipher the initial session key. Once succeeded, he is
able to obtain the subsequent new keys in short time,
rendering the key distribution easily breakable. In our
scheme, the session holder will encrypt the new session
by using each core’s public key. The REK_CORE mes-
sage is multicast to the core subsession in which each
core use the corresponding private key to extract the
new session key between cores. For every local subses-
sion, the core uses each member’s public key to encrypt
its new session key K, which will be extracted with
corresponding private key by each member.

H s Sy : REK CORE((T, Cy,{K&5, Yeer, Ca

{Ks, gy e Crn, {K 5, Ycn)oi )

Ci = Sc, : REK LOCAL((T, M1, {K%, }Em,,

Ma, {Kg, Yomg, oo Mm, {KSsg, Yemn kS

Another critical problem in key distribution is re-
lated to the scalability to the growing number of par-
ticipants. An entity responsible for generating and dis-
tributing session keys for a multicast group is called
key distribution center (KDC). It must be able to au-
thenticate members and distribute a session key to
them. This involves encrypting the relevant message
n time, once with the existing session key shared be-
tween KDC and corresponding member. The SMKD
scheme is scalable for its accommodating multiple core
routers as candidates for more key distribution cen-
ters. Taking a step further, we use hierarchical tree
using trusted first-level cores as KDCs to take charge
of authentication and key distribution for participants
in the second level of the tree hierarchy. Task of key
distribution is decentralized into from session holder to
cores and from cores to members.

4 CONCLUSION REMARKS

In this paper, we have identified several essential
issues related to providing security service for private
multicasting conference. The proposed protocol uses
pre-authorization scheme to provide trusted registrars
in the network. These registrars are distributed in a
hierarchical way so that the participant can locally reg-
ister to corresponding cores; therefore, the confirma-
tion implosion and recursive validation problems are
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avoided and session keys can be distributed to all par-
ticipants in a scalable way. The hierarchical multicast
tree built with both the core-based-tree approach and
the source-based-tree offers such advantages as scala-
bility, easy-to-implement, etc. Although the security
services in the multicast context are self-contained in
its primal form, attentions should be paid to how to
connect these services to other standard security mech-
anisms such as directory service and certification au-
thority.
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