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ABSTRACT

The channel assignment problem is to assign channels to
the radio base stations in a PCS in order-to get better sys-
tem performance. In this paper, we design a genetic algo-
rithm to assign channels and then cite an iterative algo-
rithm to derive the system blocking probability as the
evaluation function used in the genetic algorithm. The
computational result shows this approach can significantly
reduce the system blocking probability.

1. INTRODUCTION

With the technology of mobile cellular telecommunication
advancing rapidly, the population of mobile users will con-
tinue to grow at a tremendous speed. Because the wire-
less/mobile user population increases drastically, we need
to know how to use scarce radio spectrum allocated to
wireless/mobile communications more efficiently.

The focus of this paper is using genetic algorithms (GAs)
to solve the channel assignment problem in personal com-
munication service (PCS) so that the available frequency
spectrum is employed more efficiently under the interfer-
ence constraints. After using a genetic algorithm to assign
channels to each cell, we need to calculate the evaluation
function of the genetic algorithm. So we cite a PCS hand-
off model [6] and an iterative algorithm [4] to derive sys-
tem blocking probability. And we use the blocking prob-
ability as the evaluation function in GA and the criteria to
evaluate the system performance.

The rest of the paper is organized as follows. In section 2,
we define the problem we want to solve and make some
assumptions about it. Besides, we discuss the handoff
scheme in our PCS model and an iterative algorithm to de-
rive the system blocking probability. Section 3 describes
the fundamentals of GAs. In section 4, we describe how to
apply GAs to channel assignment problem. As for the pro-
gram simulation and result comparison are reported in sec-
tion 5. Finally, the conclusion is given in section 6.

2. HANDOFF MODELING
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In this section, we precisely define our system topology,
construct an analytic model [6] for our PCS, and show how
to derive mathematical formulas of system properties.

First we list the notation used in this paper
1. m: the total number of channels for the whole system.

2. n: the system width because our system is composed
of r cells.

¢; : the total number of channels of a cell ;.
Agi : new call arrival rate of cell i.

Aip; - handoff call arrival rate of cell ;.

Aouri : handoff call departure rate from cell ;.
1/7, : the mean handset residence time.

Poi - new call blocking probability of cell i.
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Py - handoff call blocking probability of cell i.

10. P, : the new call blocking probability for the whole
system.

11. P, : the handoff call blocking probability for the whole
system.

12. t,, : the channel occupation time of a new call.
13. t,, : the channel occupation time of handoff call.

After introducing the notation, we go on to describe our
system topology.

2.1 System Topology

We make three assumptions about our system topology.
These assumptions are described as follows.

First assumption: We assume the topology in our system
is square and is composed of n* small square cells. Each
cell is numbered from 0 to n*-1, and we call such a topolo-
gy nxn system.

Second assumption: We use wraparound topology so that
the handsets at boundary cells can move to their 4 neigh-
boring cells in equal probability 0.25. The wraparound to-
pology for a 5x5 system is depicted in Figure 1. The main
purpose of this wraparound topology is to eliminate the
boundary effect occurring in an unwrapped topology.
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Figure 1 Wraparound topology for a 5x5 system

Third assumption: We assume that each channel used in
one cell will interfere with eight adjacent cells. Disre-
garding whether the cell is boundary or not, there are al-
ways eight adjacent cells in our wraparound topology.

2.2 Handset Timing Diagram

Now, we describe the handoff mathematical model and the
timing diagram as shown in Figure 2. We use this model to
derive some important results. '

Call arrival Call completion
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Figure 2 Handset timing diagram

The call arrivals for a-handset are assumed to be a Poisson
process with arrival rate 1, in cell / and each notation
listed in Figure 2 is elaborated as follows.

1. ¢, in Figure 2 is the call holding time of a handset and is
assumed to be exponentially distributed with mean 1/ «.

2.t,, in Figure 2 is the handset residence time of cell / and
t,; is assumed to be exponentially distributed with mean
V7.

3. 7., is the period between call arrival and the time when
the handset moves out of cell 0. Note that 7 _,<¢,,.

4.1,, is the excess life of ¢, between the time when the
handset moves into cell / and the time when the call is
completed. From [6, 7] we have £, ()=f(1).

2.3 Derived Measures

After constructing the timing diagram, we can derive some
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important results. These results are listed as follows:

1. The probability Pr{z> r_,] that a new call still continues
after the user leaves the cell i can be represented as [8]

Pr[tc > rw]= uf
# + nl
2. The probability Pr{t, >¢,,] that a handoff call still contin-
ues after the user leaves the cell can be represented as

(8]
Pr[tc,r > tf.l ]= _’71____
/'l + 77’

3. The expected channel occupation time of a new call E[¢,,]
can be represented as [8]

4. The expected channel occupation time of handoff call
E[t,]can be represented as [8]

i
M+,

E[toh]=

2.3.1 Handoff Call Arrival and Departure Rate

From the results in the previous sub-section, we can get
handoff call arrival rate and departure rate. Now we as-
sume that we have already known p,, and p;. For our sys-
tem, if the adjacent cells of cell i are cell j, cell k, cell / and
cell m, 4,,; and 4,,,; can be expressed as follows:

j'cmli = lini (1' pﬁ)Pr[tcl > tr:i] + }'ini (1- pOi)Pr[tc > Tc,O]

Aini = V4 Qo Pt F Aot 1+ Aoutm)

For initial values, we set 1,,; and 4,,,, as follows:
Aowi = Aimi (1= po)Pr{t. > 7]
Aini=0

2.3.2 Blocking Probability

Besides handoff call arrival rate and departure rate, we can
get blocking probability for each cell. If we adopt a non-
prioritized handoff scheme where the handoff calls and the
new calls have the same priority to access free channels,
we get p,=p; for each cell i Now we assume each cell
under study is a c-server blocking system with general
service times (M/G/c/c system). According to the queueing
theorem [5], we get the net traffic to a cell is

pn = lDiE[ton]". 'lhiE[toh]
So the blocking probability is

Poi =Py =B(p,,,,ci)=_(Lc :;/c_,._!)
> (ei /)

j=0
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2.4 An Iterative Algorithm

After deriving these results, we cite an iterative algorithm
[4] to find each value of these results. This algorithm is de-
scribed below:

Step 1: Compute the initial values of 4,,, and 4,,,, for each
cell i: -

Step 2: Compute the new call blocking probability Po; and
handoff call blocking probability Py for each cell it

Step 3: Compute the new handoff call arrival rate 1/, ,and
new handoff call departure rate 1/,,;:

Step 4: If for all cell i |17, -4, > 5A,,,., We set
Rt =Ko
Ain =R s
Then go to Step 2. Otherwise, go to Step 5.
Step 5: Compute the system blocking probability:

n

Zloipoi
R) = Pj - i=\

n

2 i

il
After the algorithm converges, we get the system blocking
probability P, and P, in step 5. We use the value P, as our
evaluation function of GA and use the value of 10*(1- P)
as the fitness function.

3. GENETIC ALGORITHM

In this section, we introduce the conventional GAs [3] and
its primary genetic steps. We introduce these steps by
turns.

3.1 Initialize the Population

First, we must decide the population size to form the first
generation. Generally speaking, population sizes depend
upon the problem and the computer resource. Larger
populations ensure greater diversity whereas smaller
populations help to simplify examination of the GA per-
formance from one generation to the next. Once the popu-
lation size is chosen, then the initial population must be
randomly generated.

3.2 Evaluate Fitness

Now that we have a population of potential problem solu-
tions, we need to judge how good they are. In GA, we use
the evaluation function as well as the fitness function for
the judgement. The distinction between the two functions
is that the evaluation function provides a measure of an in-
dividual's performance, while the fitness functions provides
a measure of an individual's reproduction opportunities.
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3.3 Reproduction

Reproduction is a process, which actually reproduces co-
pies of individuals to form the intermediate population ac-
cording to their fitness value. The individuals are repro-
duced by a roulette wheel strategy, which means that indi-
viduals with a higher fitness value have a higher probabil-
ity of contributing one or more offspring in the next gen-
eration.

3.4 Crossover

The crossover operator has been described as the key to
GA's power [2], as it promotes structured yet randomized
information exchange between individuals. A simple
crossover may proceed in two steps. First, members of the
newly reproduced individuals in the mating pool are cou-
pled at random. Second, each couple exchanges either por-
tion to produce two children.

3.5 Mutation

In simple GAs, mutation is an occasional operation with
small probability random alteration of the value of a string
position which simply means changing a 1 to a 0 and vice
versa and mutation rates are similarly small in natural
populations.

3.6 Survival Policy

A survival policy determinates which individuals populate
the new generation. There are many policies [1] have been
derived, such as pure, keep-incumbent, no-worse, keep-
incumbent and no-worse, and best-two policy. Some of
these policies can guarantee that the best fitness value or
the worst fitness values in the generations are non-
decreasing.

4. GA FOR CHANNEL ASSIGNMENT

We formulate the channel assignment problem as a discrete
optimization problem and apply GAs to it in order to
minimize the system blocking probability. So we define the
corresponding populations, discrete individuals, operators,
survival policy, fitness function and evaluation function of
our GAs.

4.1 Individual and Population Representation

Now, we illustrate how the channel assignment problem
can be manipulated by GAs. We have assumed that a mo-
bile radio network is a nxn system composed of r* radio
cells, each of them capable to carry any of the m channels
that are available for the whole system. We suppose that
each individual represents a state of the channel assign-
ment for the whole system. So, an intuitive choice is given
by a binary matrix (s;) of dimension mxn with the follow-
ing interpretation of solution entries:



S,-/-=

0. .. [notused .
if channeliis at radio cell j
1 used

After defining the representation of individuals, we can
simply gather an apposite number of individuals, say 20, to
compose a population. Apposite number here will provide
enough diversity of individuals and will not require heavy
computer resource.

4.2 Fitness Function and Evaluation Function

We use the system blocking probability P, derived before
as the evaluation function. The fitness function in our
method is set to be 10*(1-P,). We use the fitness function to
perform reproduction operation and use evaluation func-
tion to evaluate the performance of each individual.

4.3 Initializing Population

Before initializing, in order to prevent some cells from
getting no channels, we previously assign m/2 channels to
the whole system and let each cell get m/8 basic channels.
This can be achieved by using four compact assignments.
For example, there are four kinds of compact assignment
for an 8x8 system shown in Figure 3.

Now, we will describe how to assign one channel to the
whole system in order to initialize population. The steps of
the algorithm are described below:

Step 1: Evaluate the blocking probability of each cell and
then sort all cells according to their blocking probability.
Rank O represents the cell with the worst blocking prob-
ability.
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Step 2: If we assign channel j, we repeat step 2 until &
times. k is a positive small integer, which depends on the
system size. k means the times that we force to assign
channel to the cell according to blocking probability. In
each time, we assign this channel directly to a cell accord-
ing to the rank of step 1. For example, if we choose cell i to
be assigned, we set (s;)=1. After choosing cell j, we should
find out all the cells interfered by cell i. We must mark the-
se interfered cells in order to prevent choosing them in the
next time.

Step 3: We repeat step 3 until no cell can be chosen (i.e.,
all cells are marked). After assigning & cells with higher
blocking probability, we construct a roulette wheel with
slots sized in proportion to the blocking probability of each
cell. We randomly assign this channel to cells using the
roulette wheel.

We can repeat the algorithm m times to assign total m
channels to our system and get an individual composed of
m rows. Then we can gather enough individuals to organize
the population for our model.

4.4 Reproduction Representation

We adapt conventional reproduction operators in our
method. While conventional reproduction uses a roulette
wheel strategy to derive the next generation according to
their fitness function, we use the system 10*(1- -P)) as the
fitness function.

4.5 Crossover Representation

. Because of the individual structure, we can exchange rows
arbitrarily between two individuals without breaking the

l1ip2{3i4|5(6|7 0111213141567 2131451617 ol112(314)15|6|7
g\ 910111213 14|15 gl oty 2| iz\ 415 910\ 11 12113114 15 gl 9ol 2) 13| 14|15
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Figure 3 Four compact assignments for an 8x8 system
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co-channel reuse constraint. And in every crossover, we
must make the evaluation function have chances to be im-
proved. We implement crossover operation described as
follows:

Step 1: If our population size is 100, we randomly divide
100 individuals into 50 couples. Each couple is ready to
perform crossover.

Step 2: For all couples (M, F) in the mating pool, we want
to perform crossover over each couple. We repeat Step 2
until we process all couples.

Step 2.1: For couple (M, F), we randomly choose a number

k (1< k £ m). Then we want to exchange k rows between
individual M and individual F.

Step 2.2: Each time we exchange one row, we sort each
cell in individual M according to their blocking probability
first. If we find the worst cell x of individual M without
using channel / but the cell x of individual F using channel
m, we exchange row / of individual M for row m of indi-
vidual F. We repeat step 2.2 until we exchange & rows.

4.6 Mutation Representation

We know that mutation is needed because reproduction and
crossover may occasionally become over zealous and lose
some potentially useful genetic material. We set the muta-
tion rate equal to 0.02, and in every generation, there are
approximately 0.02*N*m (N is the population size, m is the
total number of channels) mutations occurring. Qur muta-
tion is described below:

Step 1: Calculate the value of /=0.02*N*m and we per-
form mutation & times.

Step 2: Repeat Step 2 k times.

Step 2.1: Randomly choose one individual i from popula-
tion and randomly choose one row r form individual i.

Step 2.2: Remove row r from individual i, calculate the
blocking probability for each cell. Then sort these cells ac-
cording to their blocking probability.

Step 2.3: Using the rank of blocking probability to re-
construct row r of individual 7.

4.7 Survival Policy

Our survival policy is keep-incumbent. In every generation,
we always keep a position for the best individual. So we
can guarantee our best evaluation function value in the
generations is non-decreasing.

5. COMPUTATIONAL RESULT

We consider an 8x8 system with 80 channels needed to be
assigned. 40 channels are assigned by GA and the other 40
channels will be assigned by four compact assignments to
each cell. We use uniform distribution in [2/minutes,

7/minutes] to generate the new call arrival rate for each cell.
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The mean handset residence time for each cell is uniform
distribution in [1 minutes, 4 minutes]). The call holding
time is exponential distribution with 3 minutes for all cells.

We write a C program and run it on Sun SPARC system
600. The CPU time spent is 344 minutes. Figure 4 shows
the system performance. The system blocking probability
decreases from 2.95% to 1.44% in 400 generations.

System blocking probability

—&— Population Size: lO—I

Blocking probability (%)

0 40 80 120 160 200 240 280 320 360

Generation

Figure 4 Performance of GA

Now we compare the two simple methods with our GA.
The first method is average assignment that assigns 80
channels to 64 cells and makes each cell receive 20 chan-
nels. The second method is called always-assign-worst that
assigns channel to the cell with the worst blocking prob-
ability. The system blocking probabilities for these two
methods are 2.99% and 2.36% respectively, which are
much higher than our minimized resuits 1.44%.

6. CONCLUSION

GA as a general algorithm for combinatorial optimization
has been systematically applied to some forms of the chan-
nel assignment task of radio network planning. In this pa-
per, we apply GA to solve the channel assignment problem
and cite a handoff model to calculate the system blocking
probability. Finally we find that GAs are very flexible be-
cause they can be modified in many ways to improve the
final result. There are a lot of new rules we can add to ad-
just our algorithm without imposing the extra computation-
al burden of checking for their consistency with the exist-
ing rules.

There is much work to be done in the future. The first is to
modify the three primary operators: reproduction, cross-
over, and mutation to improve performance. In addition to
modifying three operators, we can adjust crossover rate,
mutation rate, and other parameters used in our GA to
make GA converge faster and reach a better optimum., It is
also significant to substitute hexagonal cell for square cell,



and may face some difficulties trying to solve it. There are
some other problems happening when writing the simula-
tion program, and they need to be addressed on later. After
all, GAs appear to be a valuable approach for practical ra-
dio cellular network design, and thus worthwhile to be
studied further on.
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