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ABSTRACT

This paper describes a two-level hierarchical architecture
for ad hoc networks to resolve the routing scalability
problem. Mobile hosts are organized into nonoverlapping
clusters and clusterheads are elected to form the upper
level backbone. We design a self-organizing dynamic re-
clustering algorithm to maintain the cluster structure in
face of topological changes. A network model which is
composed of hexagon units is proposed for simulation
study. Under this simulation environment, we analyze four
reclustering approaches and show that our cluster mainte-
nance approach provides a stable cluster structure in a mo-
bile ad hoc network.

1. INTRODUCTION

The wireless systems we use today, such as GSM (Global
System for Mobile Communications), have fixed base sta-
tions and centralized administration. However, in some
situations, mobile users may want to communicate with
others under circumstances in which no established infra-
structure exists. These situations are supposed to come
about in a building, on a campus, and absolutely in the bat-
tlefield or a rescue environment. This kind of network,
which does not depend on any pre-existing backbones or
entities, is called an "ad hoc” network [1].

Most of the recent research work in ad hoc networks con-
siders routing related issyes on a flat (one-level) network
architecture. The most serious problem in a flat network is
that routing messages would increase exponentially if the
network size grows. Instead of treating an ad hoc network
as a flat network, the MCDS (minimum connected domi-
nating set) [2] and hierarchical spine routing [3] propose a
two-level hierarchical routing architecture to solve the
scalability problem of flat routing algorithms. The authors
present four approximation algorithms to compute the
MCDS in [2], and describe the hierarchical spine routing
(basic spine routing within each cluster and link-state
routing at the cluster level) in [3]. This spine-backbone ar-
chitecture is mostly suitable in the situation where nodes
are geographically distributed in groups.

In this paper, we consider an ad hoc network which con-
sists of a Iarger number (above 30) of mobile hosts. In or-
der to enhance the scalability and take advantage of the
backbone, which facilitates multicasting, the hierarchical
architecture idea is adopted. We also design our algorithms
in such a way that they are independent of the underlying
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topology. The main difference between the approaches dis-
cussed above and our approach is described as follows. We
think to achieve high throughput with low communication
overhead does not only depend on a good routing protocol,
but also depends on other factors, such as clustering, re-
source allocation, etc. So we design a two-level hierarchi-
cal architecture by dividing the nodes into several clusters
(for the benefit of code spatial reuse) and select one clus-
terhead within each cluster to form the backbone. One code
is dedicated to the control phase on the backbone, and oth-
er codes are reserved to transfer packets in the data phase.
Based on this hierarchical architecture, special route dis-
covery and maintenance algorithms can be designed. Since
they are simple and efficient, a route can be selected
quickly with low routing control messages in a mobile en-
vironment.

2. NETWORK MODEL

Most of current wircless systems have mobility support
such as base stations and access points. Fig. 1, for example,
shows a general cellular network with each mobile host
being one hop away from the wired infrastructure. In an ad
hoc network bereft of pre-designated base stations or
routers, however, for the sake of battery-power reduction
and network-capacity increase, the environment considered
is a multihop wireless network. Fig. 2 illustrates a simple
ad hoc network of four mobile hosts which have the same
transmission range (indicated by the circles). Not all hosts
have a direct link to the others. Host A cannot directly send
packets that will reach host D, since host D is not within
the range of node A’s wireless transmitter. Node A may
ask host C to forward packets to host D because host C is
within both A’s range and D’s range. Due to the mobility
of all the hosts involved, the routing problem in a multihop
environment is apparently more complicated than in wired
networks.

Figure 1. An example cellular network. (single-hop)

To reduce the high overhead in routing updates in a flat
mobile network, we consider grouping mobile hosts in
clusters to form a two-level hierarchical network. A dis-
tributed clustering algorithm is used to assign each mobile
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host to a cluster and to select a clusterhead. Each cluster-
head serves as a routing server for its cluster members. In
addition to the membership information of the cluster, the
clusterhead also exchanges topology information with oth-
er clusterheads to build a network topology table; and run
the route discovery algorithm for its members. In other
words, the clusterheads form the nucleus of a backbone
network where routing functions are performed. A mobile
host queries its clusterhead to obtain the route information
to its intended destination. Note that the clusterheads alone
do not constitute the backbone network. Some intermediate
relay nodes are required to link a pair of clusterheads to-
gether.
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Figure 2. A simple ad hoc network of four mobile hosts

As Fig. 3 shows, three cases are possible between cluster-
heads on the backbone network. The first case is where
there exists one intermediate relay node (if more than one,
node with lowest ID is picked up), which we name it a
gateway node, between the two clusterheads. The second
case is where two gateway nodes exist between the two
clusterheads. And the third case includes all scenarios
where one or more clusterhead is between two clusterheads.
Information transmission is divided into two phases. The
control phase is responsible for the exchange of routing
related messages. The data phase is used for data transport.
Once a mobile host obtains the routing information from its
clusterhead, it sets up the route in the flat network structure
so that an efficient (e.g., shortest path) route can be used.
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Figure 3. Backbone Network Formation.

-2.1 Channel Access

We cluster the mobile hosts into several groups and prop-
erly arrange codes (graph-coloring problem) for the benefit
of “spatial reuse” of the channel spectrum, like the fre-
quency reuse property in the cellular network. A hybrid
TDMA (time division multiple access) scheme is adopted
for channel access in each cluster in our system. Cluster

-172-

heads on the backbone has the responsibility to negotiate
the code arrangement between clusters, and be the supervi-
sor of the time division multiple access within their clusters.
About the resource allocation, we will go into details in the
following resource reservation discussion.

A major challenge in the design of the ad hoc network is
the ability to account for resources so that channel reserva-
tions can be placed on them. We separate this problem into
two parts, one is the code assignment among clusters, and
the other is TDMA within each cluster. Transmitter-based
code assignment is used in this paper, so inter-cluster colli-
sion can be avoided [4].

A. Code Assignment among Clusters

Besides the code with spatial reuse we have mentioned in
the previous section, there also exists a problem to resolve
when the cluster sizes are different! Intuitively, if the traffic
load is uniformly distributed, a larger cluster with more
nodes needs more codes; a smaller cluster with fewer no-
des would need fewer codes. Using the control phase on
the backbone, clusterheads negotiate with the others about
the code arrangement among clusters in the network. Large
clusters may get more than one code, and small clusters
may get one code only. For example, suppose there are four
clusters and three codes in the ad hoc network, and cluster
1 has 14 nodes, cluster 2 has 8 nodes, cluster 3 has 6 nodes,
and cluster 4 has 2 nodes. We assume the traffic is uni-
formly distributed, since 3 codes divides 30 nodes results
in an average of 10 nodes to share one code, the result of
code arrangement is that: cluster 1 has two codes, cluster 2,
3 have one, and cluster 4 has one code, too.

This code assignment scheme has two advantages. First, no
matter what kind of distribution the traffic is, it can work
efficiently. And second, due to that this code assignment is
independent of the cluster structure, it can process well no
matter what kind of clustering algorithms are. But another
problem remains: When a cluster has more than one code,
how do the mobile hosts within this cluster access these
codes? We have thought about two ways as Fig. 4 shows. If
two codes, A and B, are allocated to this large cluster, we
either (a) partition this cluster into two sub-clusters, or (b)
all nodes within this cluster can access the two codes.
Given consideration to the code spatial-reuse and trans-
mitter tuning frequency, we adopt the first solution to par-
tition a cluster into several sub-clusters.

(a) )

Figure 4. Two codes within a large cluster.
B. TDMA Within Clusters

Within each cluster (or sub-cluster), the MAC layer is im-
plemented using a TDMA scheme. Time is divided into



slots which are grouped into cycles, and the cycle is de-
fined as the maximum interval that two consecutive real-
time packets can be separated [4]. At least one time slot per
cycle is assigned for each node so that real-time connec-
tions will not be blocked. So we divide one cycle into two
parts, one is fixed-assigned part and the other is demand-
assigned part. Fig. 5 is a channel access example of a clus-
ter with five nodes. Part 1 is fixed-assigned and has five
time slots. Part 2 is demand-assigned and has (CYCLE-5)
time slots. Since nodes may change their clusters, Part 1
format is readjusted after each join or leave.
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Figure 5. Channel access cycle within a cluster.

3. DISTRIBUTED CLUSTERING
ALGORITHMS

The objective of the clustering algorithm is to find an in-
terconnected set of clusters covering the entire node popu-
lation [4]. A good clustering scheme for the mobile ad hoc
network should preserve its cluster structure as long as
possible while nodes are moving and the topology is
changing. In this section, we probe into the implementation
of clustering algorithms and cluster maintenance algo-
rithms.

We can find an interconnected set by selecting the lowest
ID node in each cluster to be the clusterhead, or the node
with maximum effective degree. The following assump-
tions, which are common to most radio data link protocols,
are made [4] .

Al) Every node has a unique ID and knows the ID’s of its

one-hop neighbors. This can be provided by a physical
layer protocol that locates and identifies radio nodes.

A2) A message sent by a node is received correctly within
a finite time by all of its one-hop neighbors.

A3) Network topology does not change during the algo-
rithm execution.

3.1Node-ID Based Clustering Algorithm

Clusters are constructed based on node ID. The following
algorithm proposed in {4] partitions the multihop network
into multiple non-overlapping clusters.
Distributed Clustering Algorithm (DCA)
T; : the set of IDs of my one-hop neighbors, including myself
{ if (my_id is the smallestin T )
{ my_cid=1;
broadcasts cluster(my_id, my_cid);
= T - {my_ids;
}
for (53)
{ . onreceiving cluster (id, cid),
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{ set the cluster ID of node id to cid;
if (id==cid and (my_cid is UNKNOWN or
my_cid>cid))
my_cid = cid;
ri= I -{my_cid};
if (my_id is the smallestin ;)
{ if (my_cid is UNKNOWN)
my_cid=my_id;
broadcast cluster (my_id, my_cid),
;= - {my_id}
}
}
if(r,=@) stop;

Figure 6. The Distributed Clustering Algorithm (node-ID based).

Consider the example topology in Fig. 7. After completing
the DCA clustering, six clusters are formed in the network
as shown in Fig. 8.

Figure 8. Clustering results of the DCA algorithm (node-ID based).

3.2 Node-Degree Based Clustering Algorithm

.We propose a Maximum Degree Clustering Algorithm

(MDCA) to partition the multihop network into some
nonoverlapping clusters. In this algorithm, clusters are con-
structed based on the node degree. After the network ini-
tialization, in the same way as described in [4], every node
knows the ID’s of its one-hop neighbors and counts his
own degree (the number of direct links one node has).
Then, they organize themselves in clusters following the
MDCA. The MDCA chooses the node with the maximum
degree among his one-hop neighbors to be the clusterhead
and forms a backbone network with other clusterheads.
With the same network topology in Fig. 7, after completing
the MDCA, five clusters are formed as shown in Fig. 10.
Maximum Degree Clustering Algorithm (MDCA)
I, : the set of ID’s of my one-hop neighbors, including myself
{ Q, = the set of node IDs with maximum degree in
if (my_id is the smallestin Q,)
{ my_cid = my_id;
broadcasts cluster(my_id, my_cid);
;= Iy-{my_id};
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}
for (3) -
{ on receiving cluster (id, cid);
{ set the cluster ID of node id to cid;
if (id==cid and (my_cid is UNKNOWN or
my_cid.degree>cid.degree or
(my_cid.degree==cid.degree and my_cid>cid) ))
my_cid = cid;
;= Iy - {my_cid};
Q, = the set of node IDs with maximum degree in
current [
if (my_cid is the smallestin Q,)

{ if (my_cid is UNKNOWN)
my_cid=my_id,

broadcast cluster (my_id, my_cid);
;= Iy -{my_id}

}
if(r,=@) stop;

Figure 9. The MDCA algorithm (node-degree-based).

Figure 10. Clustering results of the MDCA (node-degree based).

The node-ID based DCA clustering algorithm is simpler
than the MDCA, and the execution time is also shorter. On
the other hand, the MDCA creates less clusters as the ex-
ample shows, so the size (or dimension) of the upper level

backbone is smaller.
4. Cluster Maintenance

In the presence of mobility, the network topology changes
when a node disconnects from its current neighboring node
or connects to a new neighboring node. A topology change
makes it necessary to re-examine the cluster structure and
also rearrange the cluster structure, if necessary. Frequent
reclusterings affect the system performance. Therefore, we
design a reclustering algorithm, shown in Fig. 11, to keep
the cluster structure as stable as possible, i.e., to minimize
the number of node transitions from one cluster to another.
We let the clusterhead and its neighbors stay in the original
cluster, remove the nodes that leave, and add new joining
nodes. So clusterheads and ordinary nodes execute differ-

ent reclustering operations.

Two assumptions are considered:

A1) No resource limitation: When a node wants to join a
cluster, whether there exist.enough resource of code or

time slot to use is not considered here.

A2) Since clusterheads are responsible for serving their
cluster members for routing, clusterheads need to have the
whole topology information of the ad hoc network, while
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ordinary nodes do not. The only function an ordinary node
needs to do is to send a handoff message to the new clus-

terhead that it is going to join.

The following reclustering algorithm (DBRA), Fig. 11, is
degree-based and it assumes that a clustering algorithm
MDCA is run before it.
Degree-Based Reclustering Algorithm (DBRA)
S, : the set of IDs of my one-hop neighbors (including old and new ones)
and myself.
Orphan nodes: nodes that do not belong to any clusters during the execu-
tion of the DRBA.
<case 1> I am originally a clusterhead.
{ if{ still have the maximum degree in my old cluster or all of the old
and new member nodes still have direct links to me)
{ /*Icontinue to be the clusterhead */
for ()
{ if(anodej wants to join) .
{ /*itis an ordinary node without belonging to a clusterhead
or it is a single clusterhead */
if (a handoff message is received)
{ add node j into my member list;
S$i= S -4h }
}
if (cluster A is my one-hop neighbors now)
{ /* make sure the algorithm will converge */
add cluster A members into my member list;
Si=8i-{xlxeA}; }
if (a node k wants to leave)
{ delete node k from my member list;
S = 8i -tkh }
Si = S -{my_id};
if(s,=9) stop;

}

}
else { /* this cluster is to be decomposed */

broadcast decomposition message to my members;
run MDCA with other orphan nodes (the nodes within existing
clusters ignore this procedure);, }
}
}
<case 2> | am originally an ordinary node.
{ if ((node my_cid) is not my one-hop neighbor now)

{ Q= {x|node x is a clusterhead, and my one-hop neighbor now}
Q’= {q| q € Q, node q with maximum degree in Q}
if(Q!=0)

join cluster q, ¢ = min{Q’};
else
run MDCA with other orphan nodes;
}
else /* node my_cid is still a one-hop neighbor. */
do nothing;
if (a decomposition message is received)
{ run MDCA with other orphan nodes (the nodes within existing
clusters ignore this procedure);

Figure 11. Degree-based reclustering algorithm.



An ID-based reclustering algorithm can also be constructed
similarly by considering the node IDs in forming the
clusters instead of the degrees. The other way to do cluster
maintenance is to run the distributed clustering algorithm
(DCA or MDCA) periodically. And the interval between
consecutive executions of the clustering algorithm depends
on the mobility of the nodes. In contrast, in the reclustering
algorithm we propose here, the reclustering procedures for
all nodes are not executed periodically. When there is an
event (a node joins or leaves a cluster) occurring, the re-
clustering algorithm is executed for related nodes to reduce
the volume of control messages. Furthermore, every clus-
terhead will check whether there exist other clusters that
are fully covered within his transmission range. If this is
true, they will be merged together so that the number of
clusters in this system is controlled to be small.

5. Simulation Model and Results

In previous work [4], an ad hoc network is simulated by
placing N nodes randomly in an area of R X R square units.
Each square unit describes the position that a mobile node
is currently located. This chosen R is made large enough
relative to N to form a two-dimensional Poisson point pro-
cess. Each node moves in one of the four directions al-
lowed by the square-unit model. But no matter how large
the R is, due to the square unit description, the path of a
mobile node has a zigzag pattern with right angle turns. To
allow for a smoother turn in directions, we propose a new
network model by placing N nodes in a square area com-
posed of R X R hexagon units as Fig. 12 shows (R=4 here).
Each node can move in one of the six directions in angles
of {0, m/3,2n /3, m,4n/3, 57 /3}. This model is mo-
re suitable for ad hoc networks in a battleground or the dis-
aster scene. In our simulation, we choose N=60 and
R=250.

Figure 12. Network Model with hexagon units.

Two mobility models are considered. One is the random
path model and the other is the Markov path model (a path
model with memory). In the random path model, a node
moves uniformly in one of the six directions whenever a
move is required. In the one-state Markov path model, a
node has a higher probability in moving in the same direc-
tion as the previous move. For example, Fig. 13 shows the
probability assignment in six different directions.

The nodes can be either stationary or moving. We assume
20% of nodes are stationary and 80% move with a speed
within the range of [3.6 kn/hr, 36 kmv/hr]. Simulations in-
clude two kinds of mobility model, random path and
Markov path. The performance metric chosen is the cluster
instability rate, which is defined as the number of nodes
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which changes their clusters per time slot. One thing needs
to be noticed is that the meaning of cluster instability rate
is not only an instability indicator of the cluster structure
but also an instability indicator of the upper level backbone.
If a clusterhead is replaced by another node, the cluster
members will change their cluster IDs and result in unsta-
ble cluster structure.

Prob =29

Prob =58 /
ﬁ% previous direction of movement

Prob =29

g

Figure 13. Mobility Model with memory characteristic.

Fig. 14-17 show the instability performance of the four
cluster maintenance approaches, ID-based periodic clus-
tering (run in every time slot), ID-based reclustering algo-
rithm, degree-based periodic clustering (run in every time
slot), and degree-based reclustering algorithm. In these fig-
ures, we call them respectively as IBPC, IBRA, DBPC and
DBRA. From Fig. 14 and 15, we observe that the ID-based
reclustering approaches generally have better performance
than the degree-based reclustering approaches especially
when the Markov mobility model is used. For both ID-
based reclustering approaches, the number of nodés which
change their clusters decreases as the transmission range
increases (e.g., transmission range > 20). In contrast, there
is no obvious relationship between the degree-based rere-
clustering algorithms and the transmission range. Because
the DBPC approach has bad performance in cluster insta-
bility rate (mostly greater than 2), we don’t show its full
results in these figures. Among these four maintenance ap-
proaches, the IBRA algorithm clearly has the best perform-
ance. -

Fig. 16 and 17 show the relationship of the cluster instabil-
ity rate with the average mobility rate. We change the
speed distribution of the 80% moving nodes, calculate the
average speed value, and observe the cluster stability per-
formance. Transmission range is fixed at 85 units. We also
observe that the ID-based reclustering algorithm (IBRA)
has the better stability than others, and its cluster instability
rate increases the slowest as the average mobility rate in-
creases.

6. Conclusion & Future Work

We have presented a two-level hierarchical architecture for
ad hoc networks which utilize the self-organizing cluster-
ing idea. This architecture can enhance the routing scal-
ability and take advantage of the backbone, which can sup-
port flows, multicasting, and even fault-tolerant routing for
mobile computers [2]. The proposed cluster maintenance
algorithm is simple and has much better mobility stability
than continually running the “clustering™ algorithm. Fur-
thermore, in order to overcome the limitation of the num-
ber of orthogonal codes, we design an adaptive resource

-175-



1998 International Computer Symposium
Workshop on Computer Networks, Internet, and Multimedia
December 17-19, 1998, N.C.K.U., Tainan, Taiwan, R.0.C.

allocation between clusters and within clusters. Therefore,
no matter what distribution of mobile computets and traffic
load, QoS-guaranteed service may be supported.

For future work, we are investigating the hierarchical
routing algorithm which runs in this two-level network ar-
chitecture. How to find a fault-tolerant, longer-lived, Qos-
guaranteed route is the main goal we want to achieve.
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