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Abstract 

This paper proposes an interactive region-based image retrieval system. Initially, we use color 

clustering by K-means algorithm and region labeling to segment an image into regions. Several 

geometric invariant features, such as dominant color, color histogram, moment invariants, and 

co-occurrence texture features, are extracted to index each region. Then, we describe each 

image as a combination of feature vectors of the segmented regions.  

To measure the distance between images, we define a hierarchical distance function as a 

liner combination of region features. The retrieved results can be refined via interactive 

relevance feedback. To learn the “ideal” query regions that the users really want, we derive the 

weighting parameters of distance measurement using optimized learning technique. A series of 

experiments have been performed to demonstrate the effectiveness and performance of our 

work. 

1. Introduction 

Since a great deal of images becomes available through networks and high-capacity storages, an 

image retrieval scheme is indispensable for efficient indexing, browsing, and retrieval. 
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Traditionally, we annotate and query images by keywords. The keyword-based annotation takes 

a lot of time, cost, and effort to process the voluminous images. In addition, due to the rich 

contents in images and the subjectivity of human perception, different people often give 

different annotations to the same content. Thus, users cannot retrieve the desired image if the 

queried keyword is not properly annotated. Hence, instead of indexing and querying by 

keywords, content-based image retrieval (CBIR) aims to retrieve images according to their own 

content. Most CBIR techniques represent each image as a combination of low-level features. 

Once users submit an example image for query, the retrieval system automatically ranks and 

displays the retrieved results in the order of similarity. 

Much of the previous works [18-22, 32] treats an image as a single entity and describes it 

by global features. However, for a complex image containing multiple objects, global features 

cannot capture local information (e.g. shape) and spatial relationship between objects. 

Representing an image as a combination of multiple objects is thus advantageous than 

processing an image as a single entity. Nevertheless, since current segmentation techniques 

cannot determine meaningful objects from arbitrary images, regions with homogeneous features 

are usually employed to describe the image objects. Such region representation also support 

partial query to a specific part of an image.  

Relevance feedback [11-13, 21, 23, 26, 27] is an interactive process to reduce the gap 

between semantic concepts and low-level features from users’ feedback. In each iteration of 
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feedback, the users rate retrieved images according to their preferences. The retrieval system 

then updates the distance measurement or the probability structure from the modified rating. 

The retrieved results will gradually converge to the desired images or move to other search 

paths based on users’ feedback. In [12-13], an optimization-based learning technique is used to 

dynamically adjust the weights of different features. In [23], the weights of each segmented 

region from relevant images and irrelevant images are automatically determined through a 

formulated linear system. In [21], PicHunter employed Bayes’s learning technique to predict the 

target image. 

 In this paper, we propose an interactive region-based image retrieval system. Figure 1 

illustrates our proposed flowchart. Images are initially segmented into regions by K-means color 

clustering and region labeling algorithm. Next, we extract low-level features to describe each 

region. We measure the distance between query image and database images by a hierarchical 

distance function. At each feedback step, users may identify some of the retrieved images as 

relevant. Then, the retrieval system will interactively update the distance measurements and 

return the refined results. Experiments show that query by representing an image as regions 

performs better than representing an image as a single entity. 

 The rest of this paper is organized as follows. Sec. 2 describes our region segmentation 

algorithm by color clustering and labeling technique. Sec. 3 presents the feature extraction and 

indexing for each segmented region. Sec. 4 discusses our learning algorithm based on the 
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optimization learning technique. The experiments of two query types are compared and 

discussed in Sec. 5. And Sec. 6 concludes our work. 

2. Region Segmentation 

Representing an image as a combination of multiple regions is advantageous than processing it 

as a single entity. In order to incorporate local features into image retrieval, we have to partition 

images into regions beforehand. With segmented regions, local features (e.g. shape, color, 

texture) can be more easily estimated and indexed, and such locally indexed features enable us 

to query more specific content of an image.  

Since automatic segmentation of an image into semantically meaningful regions is still one 

of the most challenging problems, most existing works [15,17,23,24] defined regions as areas 

with homogeneous low-level features. In this work, we define a region as a neighboring area 

with color homogeneity. We first partition the color space into several clusters. Then, the 

labeling algorithm is carried out to connect pixels within the same color cluster into regions. 

2.1. Color Clustering 

Color is a widely used visual feature in region segmentation [1][4], and is commonly 

represented as a point in three-dimensional color space, such as RGB, HSV, and CIE 

*** vuL [5][9]. In CIE *** vuL  color space, the perceptual distance between colors can be 

approximately measured by Euclidean distance. Hence, we apply K-means algorithm [1-4] to 

partition color components in *** vuL  space. 
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Since different images have various color distributions, the number of clusters varies with 

the complexity of the content. Here, we apply a splitting technique [10] to adjust the number of 

clusters. In each splitting step, if the average distortion of a cluster is larger than a threshold, we 

add a perturbation vector to this cluster to construct a new cluster center. 

To reduce the computation cost, the *** vuL  space is first quantized into 256 bins 

( 884 ×× ). The color histogram of an image X  is represented by Thhh ],,,[ 25621 K=h , 

where )2561( ≤≤ ihi  indicates the number of pixels in X  with quantized color component 
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If the stopping condition is not satisfied, we apply the splitting technique to increase the number 

of clusters. For each cluster t
iz , if t

mean
t
i σσ > , we construct a new cluster center by 

[ ]TvuL
t
i σσσ ,,' += yy , where Lσ , uσ , and vσ  are standard deviations of t

iz  in *L , *u , 

and *v  components, respectively. Then, we iteratively update the clustering result and cluster 

center by nearest neighbor rule. 
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 The splitting and clustering processes are stopped when the average total distortion t
meanσ  

comes close enough to 1
mean
−tσ . However, since the average total distortion decreases as the 

number of cluster increases, a proper threshold is difficult to define for an optimal number of 

clusters. Thus, we further include the cluster-validity method [3] to refine the above procedure. 

We calculate the cluster separation measure )(nρ  as follows: 

∑
= ≠∧≤≤

≥
+

=
n

i ij

ji

jinj
n

n
n

1 1
2    ),(max1)(

µ
σσ

ρ ,                 (3) 

where  
t
i

t
ik

i

t
ik

z
z∑ ∈

−
= c

yc
1σ , 

2

t
j

t
iij yy −=µ , and n is the number of clusters. The 

smallest )(nρ  indicates best separation and the corresponding n is the optimal number of 

clusters. For example, in Fig. 2, the optimal segmentation occurs at the first valley of )(nρ  

curve, and Fig. 2(b) shows the segmentation results. 

2.2. Region Labeling 

Since color clustering ignores spatial information of the partitioned colors, we use the labeling 

algorithm [6] with eight-connectivity to build connected regions. Instead of applying region 

merging to process fragmental regions, small regions with area less than %1  of the whole 

image will be dropped. We observed that small regions are usually insignificant, and reducing 

the number of regions is much preferable for the indexing step. 

3. Feature Extraction and Indexing 

To index each segmented region, we have to find out several representative features to describe 
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the region. Many visual features have been widely used in image retrieval, such as colors, 

textures, and shapes. 

3.1. Color 

Because color is insensitive to background complication and independent of image size and 

orientation, color feature becomes one of the most widely used visual features in image retrieval. 

Several color feature representations have been applied in image retrieval, like color histograms 

[5], color moment [14], and color set [5]. Here, we extract the dominant color and the color 

histogram to index a region. 

Dominant color is measured as the mean color of a region. We represent the dominant 

color as three components in *** vuL  space.   

Color histogram counts the number of pixels of a region into appropriate histogram bins. 

The description by color histograms is invariant to translation, rotation about the image axes, 

small off-axis rotations, scale changes and partial occlusion [6]. Similarly, we quantize the 

*** vuL  color space into 256 color histogram bins ( 884 ×× ). 

3.2. Shape 

In this work, we measure the moment invariants to represent the shape features of each region. 

The moment invariants 71 ~ ϕϕ  [5, 7, 8] are invariant to translation, rotation and scaling of 

shapes. Because the dynamic range of 71 ~ ϕϕ  is very large, it is much convenient to deal 

with ||log)( iiSgn ϕϕ  rather than iϕ , where )( iSgn ϕ  retains the sign of iϕ . 
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3.3. Texture 

Texture feature contains important information about the structural arrangement of surfaces and 

their relationship to the surrounding environment. The co-occurrence matrix [6] is a statistical 

texture description used to measure the repeated occurrence of several configurations within a 

region. However, the co-occurrence matrix itself is rarely used for similarity comparison [6]. 

Instead, several numeric features computed from co-occurrence matrix are used to represent the 

texture feature in a more compact form. Therefore, we measure five standard features [6], 

includes energy, entropy, contrast, homogeneity, and correlation, which are derived from a 

normalized co-occurrence matrix to index the texture feature of each region. 

4. Retrieval with Relevance Feedback 

As aforementioned, we represent an image as a combination of regions, and describe each 

region by its low-level features. Next, we aim to find the user’s desired image via relevance 

feedback by optimization-based learning process [12-13]. 

We start with the definition of our notations. An image with xn  regions is denoted by a 

set },,,{ 21 xnrrr K=X , where each region vector T
iiiii ],,,[ 4321 ffffr =  consists of 4 feature 

vectors, which are dominant color, color histogram, moment invariants and texture features, 

respectively. Each feature vector T
ijnijijij fj

fff ],,,[ 21 K=f  contains fjn components, where 

fjn  is 3, 256, 7, and 5 for j = 1~4. 

4.1. Feature Distance Measurement 
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As described in Sec. 3, the dominant color of a region is represented as a feature vector 1f , 

which consists of 3 components in *L *u *v  space. The texture feature vector 3f  comprises 

five numeric components derived from the co-occurrence matrix. Seven shape moment 

invariants make up the shape feature vector 4f . We define the distance measurements for these 

three feature vectors as a generalized Euclidean distance [12, 6, 16, 25]: 

[ ]4,3,1       ),()(),( ∈−−= id ii
T

iiii qfWqfqf ,                    (4) 

where iq  denote the feature vector of a query region T],,,[ 4321 qqqqq = . 

 Though the distance between two color histograms can also be measured by Euclidean 

distance, such measurements usually exhibit poor performance [5]. Thus, we adopt the idea 

arises from histogram intersection, and measure the distance of two color histograms as the 

reciprocal of the histogram intersection: 
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where k  is the index of the histogram bin. If the denominator equals zero, then ),( 22 qfd  is 

defined as a maximum value based on the implementation platform. 

4.2. Relevance Feedback by a Single Region or an Image 

We have already defined the distance measurement for each feature vector. The overall distance 

between region vectors is then defined as a linear combination of feature vectors [13]. In the 

following discussion, the symmetric matrix jW  (j=1,3,4) denotes the weights of individual 

entries within feature vector jf , and ju  (j=1~4) denotes weight of feature vector jf . The 
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distance function between a region T],,,[ 4321 ffffr =  and the ideal query region 

T],,,[ 4321 qqqqq =  is then defined as:  
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Let N  be the number of relevant images or regions. The above distance function leads to 

the following optimization problem: 
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Note that, if there are no constraints for ju  and jW , this optimization problem will 

reduce to solution of all zeros. To solve this minimization problem, we use the Lagrange 

multipliers to reduce the constrained problem to an unconstrained one. Thus, the optimal 

solution for feature vector jq  in ideal query region q  is just the weighted average of feature 

vectors in relevant regions [12]: 
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The optimal solution for jW  is derived as [12]: 
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And the optimal solution for ju  is [13]: 
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i ijj dd ∑=
= qf .This solution indicates that if the total distance jd  for feature j is 

small, this feature should be assigned a higher weight. 

4.3. Relevance Feedback by Multiple Regions 

To measure the overall distance between an image },,,{ 21 xnrrr K=X  with xn  regions 

and the query image },,,{ 21
q
n

qq
Q

rrr K=Q  with qn  regions, we define the distance function 

as: 
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Let N be the number of the relevant images, the optimization problem is formulated as: 
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Since the regions within an image are non-overlapped, we model the overall distance as a 

linear combination of region distances. For a specific region a in the query image Q , the 

optimal solutions for aq , ajW  and ),,2,1( faj nju K=  are the same as Sec. 4.2. However, 

we have to measure aq , ajW  and aju  for each region, the time complexity is much higher 
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than the case of single region. The optimal solution for ),,2,1( Qa Naw K=  is derived as:  
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5. Experimental Results and Analysis 

The following experiments use Corel data set as our test data. We select 2000 images, including 

sunsets, skies and mountains, animals, fruits, foods, objects, etc., from Corel data set. Each 

category contains at least 100 images with size of 128192×  or 192128×  pixels. Many 

existing systems also used Corel data set to test their performance [13][18]. Some of the 

systems [19] use pre-selection categories. In our work, we don’t classify the data set and just 

mix all these categories into a test database. 

We use precision and recall to measure the retrieval performance. Precision P  is 

determined as the number of retrieved relevant images over the number of the total retrieved 

images, while recall R  is defined as the number of retrieved relevant images over the total 

number of relevant images. The meaning of “relevant” of retrieval results is highly dependent 

on users’ subjectiveness. 

Fig. 3 shows three test images from Food Objects, Sunset and Evening Skies, and Museum 

Duck Decoys directories. We choose 50, 150, and 100 images from these three directories as 

relevant images, respectively. The experiments are performed on two query types: query by an 

image and query by multiple regions. The former treats the whole query image as a single 
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region, and employs the technique discussed in Sec. 4.2 to adjust the weights. The latter 

represents the image as a combination of multiple regions, and employs the technique discussed 

in Sec. 4.3 to adjust the weights.  

5.1. Query by an image 

Fig. 4 shows the retrieved results. The retrieved images in Fig. 4(a) contain relevant and 

irrelevant ones. Though the irrelevant ones are different to the query image subjectively, the 

low-level features are quite similar to that of the query. After we select some relevant images for 

updating the weighting matrix, the retrieved images of the first feedback are shown in Fig. 4(b). 

We can see that the weights of features, corresponding to the positions of slider bars, changed. 

Also, the system ranks the retrieved images according to the newly weighted distance 

measurement. If we continue to select relevant images from Fig. 4(b), the retrieved results are 

shown in Fig. 4(c). Here the weights of features and ranks of retrieved images changed again.  

Three precision-recall curves of test images from Fig. 3 are shown in Fig. 5, where no RF 

indicates no relevant feedback is performed, and 1st RF and 2nd RF indicate retrieval with first 

and second feedback. From Fig. 5, we observed that relevance feedback did improve the 

performance. However, when the recall rate is higher than 0.4, the performance degrades very 

fast. We found that when the relevant images are few, if one of the dissimilar images with 

similar low-level features is highly ranked, the precision rate will decrease quite fast for high 

recall rate. In addition, the second feedback does not always perform better than the first one. 
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We observe that user usually select obvious relevant images at first feedback, but may feel 

difficult to select more relevant images at second feedback. Thus the learning of new query 

region and feature weights highly depends on users’ selection. 

5.2. Query by multiple regions 

Fig. 6 shows the results of query by multiple regions. Note that the result in Fig. 6(a) is better 

than Fig. 4(a), because local features of regions are now combined to adjust the distance 

measurement. Fig. 6(b) and (c) show the result after the first and the second feedback. 

 The overall performance in Fig. 7 is better than that in Fig. 5, because such query type 

takes similar regions into consideration. Fig. 7(a) performs best because the relevant images 

contain obvious objects and noticeable shape features. The relevant images in Fig. 7(b) are 

natural images and have no similar local features. For example, the shape of suns may be 

covered by cloud, sea or other objects, and the color of some sunset images lays on red, yellow, 

or orange. 

 Overall, we observed that once the regions in an image are not distinct and well segmented, 

the extracted features represent poor local information about this image, and the learning 

process cannot derive a good query region and weights of features based on these ill-segmented 

regions. 

6. Conclusion 

We have developed an interactive region-based image retrieval system with relevance feedback. 
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We perform color clustering by K-means technique and follow with labeling algorithm to 

segment an image into regions. To describe each region, we extract dominant color and color 

histogram as color features, moment invariants as shape feature and co-occurrence matrix as 

texture feature. Combine the above features as a hierarchical feature vectors, we applied the 

optimized learning technique [12] [13] to derive the optimized distance function via relevance 

feedback.  

From our experiments, the performance of query by multiple regions is better than that of 

query by an image, because local features are much easily extracted from segmented regions. 

Nevertheless, the performance of query by multiple regions highly depends on the segmentation 

results, since good shape features can only be extracted from well-segmented regions.  
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Figure 1. Flowchart of our proposed retrieval system. 

     
0 2 4 6 8 10 12 14 16

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Number of cluster

?(
n)

 
(a)                       (b)                        (c) 

Figure 2. Experiment on color clustering using color-validity method: (a) original image, (b) 

segmentation result, (c) cluster separation )(nρ  curve. 
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Figure 3. Test images. 
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        (a)                      (b)                         (c) 

Figure 4. Result of query by an image: (a) no relevance feedback, (b) the first feedback, and (c) 

the second feedback. 
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               (c) 
Figure 5. P-R curves of query by an image for Fig. 3(a), (b) and (c). 
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           (a)                      (b)                         (c) 

Figure 6. Result of query by multiple regions: (a) no relevance feedback, (b) the first feedback, 

and (c) the second feedback. 

 

   

              (a)                                      (b) 

 
              (c) 

Figure 7. P-R curves of query by multiple regions for Fig. 3(a), (b) and (c). 
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