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Abstract

To make information ubiquitously available to the people
in the world requires not. only the Information
Superhighway, - but also a non-traditional computing
paradigm, such as the intelligent messaging,. to
overcome the intermittent connection problem inherent in
a mobile environment. This paper describes the
development of a mobile agent service network prototype
currently undergoing in the National Chengchi University,
the FlyingCloud. The main objective of this prototype is
to simulate a real operational mobile agent service
network, to analyze the network behavior and to exercise
our solutions. The system will be developed according to
the previously proposed open architecture and hybrid
mobility management infrastructure [15,16,17].

Keywords: mobile computing, mobile agent.

1. Introduction
1.1 Agent and Agent Mobility

Because of the advance of computer and communication
technologies as well as the promotion of National
information Infrastructure (NII), the progress of mobile
computing is accelerating into a revolutionary speed
making the dream of ubiquitous information service a
reality [2,3,15,22,23,24]. The goal of a ubiquitous
information service network is to provide information to
the users anytime anywhere. To accomplish this goal,
the service network must be supported by some
ubiquitously available communication networks and be
able to conveniently access to various information
resources. Currently, wireless communications networks
such as AMPS or GSM cellular networks will be able to
support the ubiquitous communication requirement
[1,18,20,26,27]. As for the convenient information
services, distributed computing technology seems to be
an ideal computing paradigm. In a distributed system, all
servers in-a network are integrated into a single logical

*  This work is supported by NSC Grant (86-2213-E-004-001).

129

server such that clients, which can be programs or users,
can access the network resources transparently by
interacting with a single server. Unfortunately, applying
distributed computing technology in such a scale and
heterogeneity will have to take a much longer time to
realize in the real world.

Thus, clients will have to access network resources in
a prescriptive fashion by interacting with individual
servers probe by probe to accomplish a complicated
task. . However, in most mobile computing environments,
the nature of communications is intermittent and the
battery energy is limited. Thus, it is very difficult to
accomplish a complicated task that requires its client to
interact with multiple servers - intensively. A non-

-traditional computing paradigm, the intelligent messaging, -

that allows clients to interact with multiple servers in a
dynamic fashion has been brought up to cope with this
problem [4,5,6,8,9,10,12,13,19,21,25].

Simply speaking, an intelligent message is an
electronic message that carries a computer program,
whether procedural or declarative, that can be executed
by the receiving servers on behalf of the originating
client. The program in the message can also instruct a
receiving server to forward automatically the message
itself to another server, on which the program is
executed continuously in a pipeline fashion. Such a
message is also known as an intelligent agent in other
fields [8,11]. For simplicity, it is called an agent in the
rest of this paper. Good examples can be found in
[15,16].

Since an agent may be traveling in a service network,
the originating client may not be able to trace or control
its operation directly. A service network must provide
some mechanisms allowing its clients to trace and
control these agents. This problem is referred to as the
agent mobility management.

1.2 Mobility Management

To make a service network commercially viable, it is
essential to have a high quality and cost effective
operation, administration, and maintenance system
(OA&M) in place to guarantee a certain QoS (Quality of
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Service). Followings are some critical OA&M problems
with respect to the mobility management raised in [16]:

1. How to [ocate an agent in a service network?
How to locate a client user?

How to know the status of an agent?

EEP I

How ta control the execution of an agent that is
traveling in a service netwark?

5. How to trace the execution of an agent (e.g. for
debugging or auditing purposes)?
They are by no means exhaustive. Furthermore, there
are other issues such as transaction and security
supports needed to be addressed as well [16]. The initial
version of our prototype will facilitate the study of the
agent and client mobility management.

2. Mobile Agent Service Networks

2.1 Open Service Network Architecture

Traditional telecommunication hetworks such as PSTN
and 800 Toll-Free service used to take considerable
resources and long deployment duration to establish.
One major resource drain in such networks is the OA&M
{and provisioning in some cases). It will be impractical to
demand the. comparable resources to support the OA&M
functionalities in many perspective information setvices.
The computing community will have to rely on
themselves, ratheér = than the telecommunication
community, to develop and deploy the demanded
functionalities. All infrastructures and solutions must not
require any change to the existing. telecommunication
network. To achieve this, we employ the open service
network architecture proposed in [16), which separates
service networks from transport networks. It also allows
services of any scale and any quality to be infroduced
into the network easily. Service providers can choose
whichever operation model and the QoS level based on
the resources available to them. That architecture is
summarized as follows:

Basic entities are servers each providing a specific
information service. They are connected by various
logical or physical communication networks such as the
Internet, the PSTN, or the ARDIS radio network. The
networks that provide connectivity services bétween
servers and clients are referred to as the transport
networks. Any number of server can be integrated
together to form a service network providing higher level
setvices to their client users. A server can participate
into more than one service network. A ferminal is a
physical device that aliows a client to interact with a
transport neiwork [and service networks). A terminal
could be a telephone, a Personal Digital Assistant (PDA),
a deskiop PC, or a workstation, etc. (A terminal is
associated with-a transport network, while a client user is
associated with a service network. There is no fixed
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refationship between a client user and a terminal.) This
architecture provides the transport network transparency
as well as the required flexibility to the service networks.
Readers are referred to [16] for details.

2.2 Hybrid OA&M Supporting Mode

Centralized OA&M support is easier to achieve higher
QoS. However, it suffers higher operation cost and long
deployment time duration. On the other hand, distributed
support’ is usually more flexible in introducing new
services and has much fower operation cost, but it
suffers lower QoS. The open service network architecture
accepts both approaches. However, many perspective
information services will not be able to afford the
expensive centralized OA&M support, while they need
certain level of QoS beyond what a distributed approach
can offer. In [17], Lien proposed a hybrd OA&M .
supporting structure that can take advantages of both
approaches. In that hybrid approach, all OA&M
functionalities . are classified into two categories:
distributable  and  non-distributable.  Distributable
functionalities can be supported by any server in the
network or even client users’ own resources. Non-
distributable functionalites must be supported by
designated servers. Those critical and more appropriate
to be managed centrally, such as security and billing
functions, are classified as non-distributable and must be
managed centrally. It is yet to be researched to define
and to classify all OA&M functions. Many perspective
services will be benefited from this hybrid OA&M
supporting model.

Judging from the fact that the Internet users are
growing in an exponential rate, most of the mobile
computing users in the future will have stationary access
to the Internet from their offices or homes. These
facilites are called Home Base Nodes (HBNs). To
further reduce operation cost, Lien proposed to use these
personal facilities to help managing service networks
[17). A client user of the service network can choose to
use the facilities provided by the service providers or
his/her own HBN to manage the client and agent
mobilities. ‘ :

2.3 Infrastructure for Mobility Management

in order to reduce management cost, the infrastructure
proposed in [16,17] makes use of users’ facilities to
share the OA&M workioad. The most important facilities
are briefly described in this subsection.

2.3.1 Network Management Center (NMC)
The NMC is a central facility supporting all non-

- distributable management functions as well as

distributable functions if it is needed. Typical OA&M
functions are cfient  and  server registration,
authentication, name server, coordination, billing, or user
specific services. Although, it looks like a single node, it



may actually be a number of nodes distributed over a
network.

2.3.2 Home Base Node (HBN)

Even though a mobile user may change its locations
from time to time, we assume most mobile users have
their own home locations and each of them has a most
frequently used Internet access point such as a personal
account on an Internet-connected system or a PC, called
Home Base Node. This infrastructure proposes to make
use of HBN to share the OA&M workload. When a client
user subscribes to a service network, he/she can choose
to use or not to-use his/her own HBN. A ot of overhead
in managing a service network can be saved by using
HBNs. A HBN can also offer auxiliary computing
resources to help mobile terminals to cope with their
residential resource limitation. Readers are referred to
[17] for details.

2.3.3 Status Holder '

The status holder for an agent is a place to store the
status of an agent-so that the client user or other
authorized entities can access this information easily. It
can be any node such as user's HBN or the original
access node, or even the NMC itself. A system may
require each agent to report its status to its status holder
on the designated events such as - arrive-a-node,
suspended, frozen, etc. A user can choose whatever the
events hefshe is interested  when he/she submits an
agent. An alternative status holder may be needed when
the availability of the original status holder is a concern.
A user can even request an agent not to report its status
to save communication cost. These all depend on
implementation details.

2.3.4 Relationship Between Logical and
Physical Entities

The facility available on the network can be classified
into logical and physical entities. Physical entities, such
as NMC and HBNSs, are fixed with respect to the network
address, Logical entities, such as status holder and
computing support, can be dynamically assigned to some
physical entities. An example is depicted in Figure 1.
Figure 1. The designation of logical entities to physical
entities, (a) both status holder and computing support are
designated to the HBN, (b) status holder is designated to
NMC and computing support is designated to the Access
Node.

3. Client and Agent Management

A service network must be able to manage its client
-users. Managerial functions include client registration,
authentication, tracking, billings, request submission,
result delivery, etc. Another important issue is the trace
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After an agent is submitted into a service network, the
user or the network manager may need to know its
current location in order to inquire its status, or to control
its execution, etc. A simple way is to send another agent,
called search agent, to search the original agent along
the original path, or'to send a message to every server
where the agent might have visited. The first approach
takes longer time, while the second one might consume
too much wireless connection resources. There is a need.
to study better solutions that can take the advantage of
both approaches with minimum compromise. In [14],
various solutions are proposed. One approach is to have
an agent to report its status to a status holder such that
its approximate solution is immediately available from its
status holder. For those that do not have or want a
status holder, several blind search algorithms are
proposed. If the execution time of each task in each
server can be estimated, some statistic calculation can
be taken to predict the location of the agent to reduce
search effort. Interested readers are referred to [14] for
details. :

The main difference between agent search strategies
and traditional data search strategies is that the target
agent itself may be moving during the search. A
successful search strategy must prevent a target agent
from slipping through the search windows.

4. Current Implementation

Intelligent messaging paradigm is such.a newly emerging
area that we do not have sufficient knowledge about its
behavior under all possible operation conditions,
especially in a real operation system. Thus, there is a
need to create a simulated environment to facilitate
further study in various critical issues mentioned above.
A project is currently undergoing in NCCU to develop an
agent mobility management network prototype, the
FlyingCloud. The platform will consist of a set of servers
capable of inteligent messaging support, a script
language, and an agent management system.
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4.1 Transport Mechanism

To compliant with our open architecture and to simplify
the implementation, email system (MIME protocol) over
the Internet is adopted in the initial design. Servers,
clients, and agents, all communicate with each other
through email. Every agent is wrapped within an email
message. However, the system will be designed with
necessary flexibility that the underlying transport network
can be easily replaced if a better mechanism is available.

4.2 Design Philosophy

In addition to the architecture principles we proposed in
[16], the system will be -designed with the following
guidelines:

1. In order to maintain the required QoS, system
reliability is the main objective with the highest
priority. (As a consequence, most components in
our system will be as simple as possible.)

2. The system will be designed with flexibility so that
each of its components can be easily replaced.

3. The system will be designed evolutionally that only
the simplest platform will be implemented initially
and will be evolved gradually into a more complete
system.

4.3 Agent

An agent is designed to be self-contained that the entire
context is encapsulated in the script itself. When it visits
a server, the server will execute the script until the script
is terminated or it demands a move. When the agent is
moving to another server, the current server will wrap the
entire context into the script itself and forward it to the
next server. The relationship between the server and the
agent is then terminated. The server may record the
external status of the script execution such as arrival and
departure time, the termination status, the next server it
visits, etc. However, it does not keep any internal context
of that agent.

This self-contained property is quite different from the
Remote Procedure Call (RPC) approach, where the
server that issues an RPC to another server will keep the
context of that agent until the agent finishs its execution
at the remote server and returns to the originating server.
If an agent visits a sequence of servers, the servers it
visited will all remain active until the agent terminates.
Much resource will be tied up by the agent. Further, the
concept of mobile agent will be violated, which will have
a significant implication to the mobile agent paradigm.
For example, the recovery semantic will be quite
different. (Nevertheless, it is yet to be studied which way
will be better.)

This self-contained property has also another
significant implication to the language design, which will
be discussed in the Section 4.5.
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4.3.1 Agent Status

The status of an agent can be in one of the following six
different states:

« running - an agent is being executed by a server.

« spinning - an agent is active in a server, but is waiting
for some local resource.

« hopping - an agent is being forwarded to another
server.

« terminated - an agent is terminated.

« suspended - an agent is suspended in the middle of
or before an execution by an authority external to that
agent.

- frozen - an agent in a server is not being executed,
but is waiting to be forwarded to another server.

The difference between "spinning" and "suspended” is
that a spinning agent can resume its execution by itself
without any external permission, while' a suspended
agent cant. (Even if a spinning agent is waiting for
something, it can always resume itself if it decides not to
wait.) The details can be found in [16].

4.4 Agent Control

The management system must be able to control the
execution of each agent. The control functions available
in FlyingCloud are terminate, suspend, resume, and
freeze. The state transition diagram under the external
control events and two internal events, hopto and
arrive_a_node, is shown in Figure 2.

freeze

terminate terminate with freezg

hopping

resume

Figufe 2. The control of agents.

4.5 Agent Script Language

Designing a sound and complete script language can
never be a trivial task, especially for such a newly
emerging paradigm. Currently, there are two competing
standards, tcltk and Java. Neither of them is mature =



enough for the mobile computing. For the testing
purpose, we designed a trivial language for our platform.

In order to fulfill the self-contalned requirement, the
language does not allow split-context execution. For
example, the following program construct is not allowed:

for 1 from 1 to 10 do {
hopto next server
compute
}

in this example, the server that executes the "for" -

statement must maintain the script context including a
counter to count how many times it executes the "do
block”. Within each do block, the script will visit another
server to execute a computing job. Therefore, the
context of the script. may actively exist in two servers
simultaneously.  According to the self-contained
requirement, this is not allowéd.

The language we designed in FlyingCloud offers only
string type and a derived type list with some simple form
of list operation. The control flow is much like an
assembly language that has only sequential and jump
capabilities. It does have if construct but has no foop.
Every statement including if must be executed in the
same server completely. To avoid unintentional mistake,
it does not offer Joop construct yet. It will be considered
in the future. -

The following is an example script which sequentlally
searches a target agent (ID AD123) within a list of
servers and terminates it.

1 name: danny
2 passwd: XXXXX
3 LIST={apple,kiwi, lemon,banana,orange}
4 JUMP(6)
5 hopto STATION
6 STATUS=‘exit AD123"
7 IF(!STATUS) {
8 NEW. LIST—cutta11(2 LIST);
9 STATION=first (NEW_LIST) ;
10 JUMP (5) ;
11 }

12 terminate AD123

The section between Line 1 and 2 is the basic
authentication information. The password will be
encrypted in the real service network. The real script is in
-the section between Line 3 and 12. String variables are
allowed. The variables whose life time span across
server boundaries must be exported and will be carried
in the global variable section, which is not shown in this
example script.

4.6 Server

When an agent (an email message) reaches a server, a
daemon will be activated by the email daemon to
process the incoming agent. This subsection will discuss
the implementation of server.
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The first design consideration is the management of
sharable information such as user profiles, execution log,
agent status, etc. Considering the reliability objective,
distributed database technology is rejected and
decentralized database will be used. Each server
maintains its own local information such as execution log.
Client <nformation will be centrally maintained and
distributed to all other sites. Considering its low update
frequency, replicating client user information to all
servers won't be too much a burden. Nevertheless, in our
initial design, the authentication process will be carried
out by the Home Base Node of each client user. To
simplify the registration process, each client user except
the network manager can only register to a server (and
will have only one authentication server for each client
user), all requests that need to be authenticated will be
forwarded to its HBN first. In the future design,
authentication will be distributed to all other servers in
the same service network to improve the accessibility
preventing a client from being rejected by the network
due to a failure occurring in its HBN.

The - second consideration .is the environment
migration for an agent to move from one server to
another. The environmental objects belonging to the
agent and the intermediate results must be carried with
the agent, while server dependent environmental objects
will be released. Since we do not assume any direct
communication mechanism other than email between two
servers, the migration must be carried out in the form of
script.. In other words, the same script language is used
not only for the implementation of client's requests, but
also for environment migration. :

The network manager who maintains the agent
network through a management systerm must be
authorized to access all other servers (via the ‘same
agent transport mechanism). It can be seen as a super-
user who has registration on all servers.

Normally, the path taken by an agent is dynamically
defined by the script contained in the agent. The agents
will trave!l automatically in the network while the script is
being executed. However, an agent can also travel
through a predefined path with much less overhead. A
typical example is an agent that performs routine network
management functions such as server status collection.
(Note that although a network manager, with a risk of
traffic congestion, can broadcast messages to all servers
to collect their status simultaneously, it can also send an
agent to collect the status of all servers sequentlally
without risking a traffic congestion.)

The communication- structure between system
manager, management server, clients, and regular
servers is depicted in Figure 3.
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Mail Agent Daem. | Server
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Mail
Daemon Other
Regular
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Figure 3. The communication structure of management system.

4.6.1 Agent Log

In order to trace the execution history, the execution of
an agent will be logged in each server it visited as well
as in the agent itself. Basic logged information in servers
are: (1) user ID (optional if it is part of agent IDs), (2)
agent ID, (3) arrival time, (4) departure time; (5) resource
usage, (6) next node, and (7) termination condition.

4.7 Management System

The management system acts as a super user using the
same email protocol to communicate with all servers.
Basically, the management system is a facility provided
to the service network managers to manage the network.
Major managerial functionalities are agent control and
network monitoring. Detailed functionalities are described
in [186].

In this platform, users are assumed using Internet to
access the service network. Therefore, a user can be
reached by email address regardless his/her location if
he/she is connected to the Internet through a location
independent communication network such as cellular
phone. In the future, the system will allow a user. to
access to the service network from various |P addresses.
Under this circumstance, a client mobility management
mechanism must be in place to assist the service
network to track the Internet location of its client users.
The operational infrastructure proposed in [16] will be
implemented.

4.8 Resource Management
4.8.1 Agent Resource Control

Similar to a process in-an operating system, each agent
is allocated with some resources, such as size in byte
and execution cycle time. There must be some control
mechanism to prevent an agent from over runing the
allocated resources. There are plenty of resource control
policies that can be borrowed from operating system
area. This system will focus on the problems that are
unique in our environment.
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One way to avoid information overflow in retrieving
large amount of information from a server is to transfer
the retrieved information back to the client immediately
before traveling to the next server.

4.8.2 Garbage Collection

The memory leak problem may seriously hurt the
reliability of a long running process. Similarly, the
resource leak may freeze the entire system by
exhausting all its resources. The potential sources of
resource leak include:

1. run-away agents,
2., lost agents,

3. agents whose owners disengage with the network
for various reasons, and

4. log and status databases.

A garbage collector will be implemented to reclaim the
leaked resources. Because the service network allows
long-running job, such as watch-dog agents that stay in
the network without explicit termination condition, it is not
easy to precisely distinguish a run-away agent and a
long-running agent. One way to solve this problem is to
have all long-running agents whose life time are longer
than the network default to exphcntly specify their
expected life duration.

4.9 Atomicity

The execution of an agent may terminate before it runs
to completion. Exceptional cases include server failure,
agent failure, network failure, forced abort, etc. The
integrity of the service network may be destroyed by
these abnormal events and, thus, some atomicity’ and
recovery mechanisms must be provided to protected the
entire service network. It is yet to be researched to find
appropriate atomicity definitions and associated recovery
mechanisms. Apparently, the atomicity definition in the
database area is not sufficient. In addition to the
atomicity with respect to a database transaction, the
atomicity with respect to a server visit and to the entire
lifetime must also be defined. Recovery mechanisms
must be provided to dear with agent, server, and network
failures.

4.10 User Interface Design

Considering the portability and maintainability, the user
interface is designed on top of the WWW pilatform so that
managers can manage the network through Internet with
a decent GUI interface. Java language will be used for
graphic and dynamic information presentation. Some GU!
interface frames are shown in Figure 4.

5. Summary

A ubiquitous information service environment needs to
offer the client mobility allowing its client user to move
across different logical networks. To overcome the



intermittent connection problem inherent in mobile
environments, it also needs to offer the agent mobility
allowing its users to access network services by sending
an intelligent message to cruise the network. To
guarantee the QoS for a service network, an OA&M
system is needed to manage both mobilities.

The OA&M system are often to be the most
expensive ‘and most complex system module in
supporting a service network. Due to a lack of real
experience in operating a ubiquitous information service
network, there are many problems related to this new
computing environment yet to be studied.

This paper describes the FlyingCloud, the prototyping
experiment undergoing in the National Chengchi
University. This prototype is designed based on the
previously proposed open architecture that s
independent of physical communication networks and
has greatest flexibility for introducing new services. It
also employs the hybrid management mode proposed in
[17] to incorporate personal Internet facility for reducing
OA&M cost. This experiment will allow us to observe
this new computing paradigm more closely.
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