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Abstract

In this paper, we present several important methods in a
video information system for sport motion analysis. We
propose a multiple subsequences matching mechanism
Jor comparing the difference of object motion between
two video sequences. After an alignment process, we can
Jind the mapping of the best matching, and get an
evaluation report between the two video sequences for
motion analysis.

Keywords: Pattern Matching, Motion Analysis, Video
Information System

1. Introduction )

With rapid advances in data storage, image
processing, telecommunication, and data compression,
video has become an important component in the new
generation of information system. Video data contains a
large amount of spatial and temporal information. The
information related to the position, distance, temporal and
spatial relationship are included in the video data
implicitly. Especially, the changes of video objects in
equally divided temporal interval are quite useful for
motion analysis and cannot be provided by other media
easily. Therefore, a fast, easy use and cost effective video
information system becomes an important task for the
application of motion analysis. Furthermore, how to
design a fast video matching and indexing mechanism is
another important issue in video information systems.

In this paper, we present the methodology of
designing a video information system for sport motion
analysis. In Section 2, we give a brief introduction for the
video information system and the sport motion analysis.
In section 3, we propose several matching models for
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comparing the difference of object motion between two
video sequences. In Section 4, we provide a sophisticate
video'content segmentation and indexing mechanism. In
Section 5, we show our video information prototype
system and sport motion analysis subsystem along with
several query examples. In Section 6, we conclude the
concluding remarks. :

2. Video based Sport Motion Analysis System

A general video information system [1] is the
information system that manages the video input, video
processing, video query, video storage, and video

indexing to provide a collection of video data for easy

access by a large number of users. We have designed a
video information system for multiple purpose use [4-6]
before we enhance and apply this system to the domain of
sport motion analysis. This video information system has
the capability to analyze and retrieve video sequences
based on the video contents [13].

Sport research has increased dramatically over the
past few years [9]. Recent research has made tremendous
contribution in improving a player's conditioning
program, developing material strategies, designing better
equipment, and understanding performance techniques.
We believe that imitation is one of the best ways to get
improvement in one's learning stage. Correct body
posture is extremely important for sport performance. By
using correct posture, a player can perform skills more
efficiently and with less chance of injury. By comparing
the posture frame-by-frame, a player can realize where he
goes wrong and what the best choice is. If we can utilize
the spatio-temporal characteristics of image sequences,
we can have the capabilities of analyzing the activities of
movement.

In most of the motion analysis experiments,
researchers use a tripod-mounted high speed film camera

‘that can take film shots at 100 frames per second to

record the motion of the object as it moves across the
field of view, and/or use a large number of sensors and
wires to capture the slight movement of target objects.
Furthermore, these experimental equipments are very
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" expensive and/or restrict the performance of target objects.
Therefore, we attempt to set up a mew sport motion
analysis environment with the help of digital video, a
personal computer and a video information system. ’

Very few researches have been done in the sport
motion analysis by computer based video. The
VideoGraph [3] provided a good means for physics
instruction, but it did not provide a multiple view ports in
its user interface and neither a matching model for
temporal data analysis. Therefore, designing a video
information system that can analyze the motion
phenomena, figuring out the variation, and collecting a
large amount of data for searching and prediction, are
important steps toward success.

3. Content Alignment and Matching

3.1. Measurement of Distance and Maiching Model

After the feature extraction process [2,5], we can
compare the target video with a standard sample video
and evaluate the difference between them. First, we need
to define the measurement of the frame distance and the
sequence distance between two video sequences for a
specific feature. If two video sequences are gimilar in
feature values and are of same duration, the sequence
distance will be the summation of individual frame
distance between corresponding frames. For the target
sequence 4 = ajaj..a, and the sample sequence B =
byby...by, where n and m are the length of sequences 4
and B, respectively. If m = n, the sequence distance can
be simply obtained by

m

Zlai—bil
- i=1 )
We can also get a mapping function F : [m] — [n]. Ifm
= p, it will be a one-to-one and onto mapping function F ()
=1.

In practice, it is hard to shoot video just right on the
starting position of a series of movement even with a
postprocess of editing. Furthermore, even if we can shoot
video in a fixed rate, e.g. 30 frames per second, we still
do not know where the starting frame of each target
movement is in a video sequence. A point can be matched
to any point in a sequence having the same value. This is
the one-dimensional aperture problem in motion analysis-
community. Therefore, the position correspondence
between two video sequences is a crucial task to be
solved.

The comparison between two video sequences is
not just simply a fixed length template matching as the
shift matching model. For each kind of video sequence
matching model, two things need to be solved before
calculating the sequence distance: the video frame
alignment point and the video frame correspondence.
That is, if m < n and g-p+1 # m occur, where should we
“start the distance measurement, where is the left and right
alignment point, p and g, respectively, and how can we
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Figure 1. Complicate matching model

get the mapping function, what is the mapping function F':
[(1,2...m)] = [(pp+1...q]) ?

3.2. Complicate Content Correspondence

A more realistic and complicate situation is that we
need to skip some of the video frames, as shown in Figure
1, then to find the best matched position and the best
mapping. This situation is caused by the bad timing of
movement (too fast or too slow). Unfortunately, the
approximate paitern matching algorithm does not work
when the case g-p+1 > m occurs.

Therefore, we use the algorithm in the optimal
correspondence of string subsequence (OCS) [12] to
solve our sequence correspondence problem. We slightly
change the definition in OCS algorithm to meet our
requirements. The sequence distance of two sequences A’
and B’ is now redefined as :

Se(A', By = (m+n=2r)t+ Y |a'i~b'F )
v F ()L )
where m' and »’ are the length of sequences 4' and B',
respectively; 7 is the number of matched pairs and 7 is
the error tolerance. The best matched distance between
two sequences is defined as:
D(A4,B)=minSr(4',B) @)

The new definition of mapping function is a
mapping such that F(i) =_L or (F(i) # fand F(j) #
L andi<j)— (F(i)<F(j). L stands for the

_mismatch in a position. The minimum distance mapping

can be expressed as follows. Given two sequences 4’ and
B', find a mapping function F of A" and B’ such that the
sequence penalty is minimized. In order to find out the
required mapping function F of 4’ and B', we build a
minimum penalty table which accumulates the
information of correspondence, and from the table we can
trace back the correspondence and construct the desired F.
The penalty table construction algorithm is depicted in
Algorithm 1. The mapping function _construction
algorithm is shown in Algorithm 2.

An example of penalty. table for sample sequence
{268, 261, 173, 128, 73} from frame 18 to frame 22 and
target sequence {265, 258, 163, 118, 115, 76} from frame
23 to frame 28 is shown in Table 1, where z is 40. The
mapping function is F : {(18, 23), (19, 24), (20, 25), (21,
26), (L, 27), (22, 28)}. The frame 27 in target video is
skipped in this mapping and the sequence distance is 69.
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Algorithm 1. Penalty Table Construction
Input. An target sequence fargeif1..n], a sample sequence samplefl..m],
and the similarity threshold 7.
Output. A penalty table penalty[l..n, 1..m].
Method,
penaly(0, 0] = 0;
fori=1tondopenaltyfi, 0] =i* r;
forj = 1to m do penalty[0, m] =j* r;
fori=1Iltondo

forj=1tomdo

penaltyfi, j] = min{ penalty[i-1, j-1] + abs(targetfi] - sample[j]),
penalty[i-1, j] + r, penaliyfi, j-1] + z };

return penalty(n, mj;
End-of-Algorithm Penalty Table Construction.

Algorithm 2. Mapping Function Construction
Input. A penalty table penaliyfl..n, I1..m], and the similarity threshold 7.
Output. A mapping function set mapping/J.
Method.
i=n j=m;
while (i <> 0 andj <> 0) do
begin
if penaltyfi, j] = penaltyfi-1, j] + r theni=i-1;
else
if penaltyfi, j] = penaltyfi, j-1] + r thenj =j- I;
else
begin
add (i, j) to mapping(];
i=i-1; j=j-1;
end;
end;

return mapping(];
End-of-Algorithm Mapping Function Construction.

Table 1. Penalty table of group S-7 and Q-6
Value | Tar |(23)265|(24)258](25)163[(26)118](21)115] (28)76
Sample | 0 40 80 120 160 | 200 | 240
(18)268 | 40 3 43 83 123 163 | 203
(19261 | 80 | 43 6 46 36 126 166
200173 1120 83 46 16 56 166 206
Q1)128 160 123 86 56 26 66 86
(22) 73 |200] 163 126 96 66 68 69

3.2. Multiple Subsequences Matching

When the frame numbers of two video sequences
become large, the calculation of penalty table will be time
consuming. In order to reduce the computation time, we
attempt to segment video sequences into multiple
subsequence groups by multiple alignment points.
Therefore, the matching model for multiple subsequences
as shown in Figure 2 is more sophisticate than the
complicate matching model. After presenting the
definitions of sequence distances and solving the case of
complicate matching model, we still need an efficient
mechanism to overcome this the most common and useful
case - the multiple subsequence alignment and matching
problem.

If we can specify the corresponding subsequence
groups, the overall distance can be defined as follows:

14

M(4,B)= ZD(A’, B) )
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Figure 2. Matching model for multiple subsequences

where g is the number of groups; 4% and Bf are the #h
subsequences of target sequence 4 and sample sequence
B, respectively.

4. Content Segmentation and Indexing
4.1. Video Content Segmentation

The best way to find the alignment points is to
segment the curve according to the prominent feature
points in the sequences. In [6], we proposed a
segmentation mechanism by using curve features in video
sequences. Several kinds of curve features can be found
according to the changing of a sequence. These points
with changing features are good positions for the
alignment points. Basically, we classify curve features
into four categories. They are: strongly up edge in a
sequence, strongly down edge in a sequence, increase out
of range, and decrease out of range. We use the
segmented prominent points as the alignment points.
After the segmentation process, a sequence can be
divided into several subsequences enclosed by bounding
boxes.

We use the most similar bounding boxes between
target and sample sequences as the major subsequence
alignment point, and propagate the mapping of alignment
points box-by-box into left and right side of the sequence.
For example, the Q-6 and S-7 in Figure 3 are the major
subsequence alignment points of target and sample
sequences, respectively.

4.2. Time-series Video Indexing

The content-based indexing of time-series sequence
is a nontrivial and challenging problem [8,13]. To speed
up the specific feature point searching and subsequence
alignment processing, we use B-tree [7] as our index
structure [6]. We can search and find a possible major
subsequence alignment point from the bounding box
segmentation points with the help of this video indexing.
We can use the prominent point as the key of index
structure. The best choice of threshold value is dependent
on the distribution of feature values and the density of
prominent points.

Also, if we assume that two successive video
frames in the same sequence are quite similar, the major
portions of the video sequence remain unchanged, and the
time intervals between frames are short enough that many
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Figure 3. Frame/value diagram with bounding box and
prominent feature points

changes do not occur at once. In particular, this means
that the feature value of an object in the video sequence
changes gradually. Several special characteristics exist: (1)
Two frames with a large difference tends to indicate that
a special motion has occurred. In other words, an
extremely large distance change means a special event
happened. (2) A special event can also be defined as the
feature value in a single video frame in a .specific
predefined range.

5. System Implementation and Query Issues
5.1. Sport Motion Analysis Subsystem Prototype

We have implemented a video information
prototype system supporting sport motion analysis as
shown in Figure 4 and Figure 5 on an IBM-PC
compatible computer with MS-WINDOWS 95 by using
C++ language to test the object extraction and
approximate matching mechanisms.

The video information prototype system provides
the capabilities of random access, frame stilling, frame
stepping, and slow play for an interactive video system
[14]. The Playback Area has the functions of mark in/out
logging, preview window, video file playback, and
displaying of current processing frame. The Thumbnail
Area can act as a display of six-divided frames, or a set of

still salient images of active video sequences, or an A-to< -

F roll editing monitor each with a different video file, or
the video icons of query results. The Image Processing
Area shows the results of video/image processing
functions (for example, color key, caption, special effects,
etc.), temporarily duplicated still frame, and region-based
color feature exiraction. The Single Frame Data Area
shows the feature values in a cwitent processing frame
(for example, histogram, region size, etc.). The Curve

Data Area shows the evaluation curve, bounding boxes,
query and matiched curve. The Video Parameter Area
shows the related parameters of a current active video file.
The Annotation Area shows the default annotation about
video contents. The Status Bar Area shows the processing
percentage, current cursor coordinates and corresponding
R, G, B color intensity, feature value of video sequences,
and video editing mark in/out cue points. The Menu Bar
Area provides the functions of annotation, feature
extraction, indexing, query processing and database
management,

The sport motion analysis subsystermn provides
multiple view ports, measurement tools, measurement
results display and matching mechanisms. Users can
easily check the motion differences file-by-file and
frame-by-frame.

5.2. Query Issues

We go back to the volleyball court, then start our
queries. The spike in volleyball is one of the most
difficult sport skills to perform. The most important
element of good execution is proper timing. Three
common errors in executing an attack are (1) beginning
the approach too early, (2) lacking height on the jump
during spike, and (3) contacting the ball behind the hitting
shoulder. If an attacker approaches the ball too early, two
possible results are: (1) to stop, wait for the set, and thus
lose the benefit of the approach; or (2) to back up to
attack the ball because he has approached too far.

Therefore, the major purpose of our sport motion
analysis will be how to take a good spike from a given
location on the court. According to the result of the best
mapping, we can calculate the posture and timing
differences, and generate a report about the mismatched
posture and significant differences between the target and
sample sequences. That is, we can observe that, in the
sample sequence, the preference hand swings very fast
and with large motion but, in the target sequence, the
attacker seems to act slower than in the sample sequence.

" This result is concluded by the differences of the stable

frames (frame 9-22 in the sample sequence and frame 9-
28 in the target sequence), by a large overall distance 447
(the summation of sequence distance: 76, 83, 40, 179, and
69, for respective stable subsequence groups), and by the
minimum/maximum range for each aligniment group.
Furthermore, we can also ask the questions, such as:

(1) What is one's highest spike position? We can
answer this question by automatic measuring
of the maximum altitude of preference hand.

(2) What is one's jumping offset in this spike? -- By
measuring the X axis offset when jumping
altitude is nonzero.

.(3) How long can one stay in the air? -- By
measuring the number of frame when jumping
altitude is nonzero.

jumping offset divided by jumping duration.
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Figure 4. Video information system prototype

(4) What is one's average forward velocity when
Jjumping in the air? -- By measuring the

(5) What is the minimum leg-angle when one starts
to jump? -- By measuring the leg position and
calculating the leg angle manually.

Some of the answers can be obtained automatically
from the system, such as (1)-(4) and some of them can
only be obtained manually by inspecting the video
sequences frame-by-frame.

6. Conclusions

In this paper, we attempt to set up a sport motion
analysis environment with the help of digital video and
personal computer, and try to maximize performance and
enjoyment of the sport in the possibly shortest time. By
providing content-based retrieval, applications of digital
video are broad in many aspects. Video records the
changes of scenes according to time. The changes of
video objects is quite useful for dynamic scene and
motion analysis. Change of objects between different
frames provides much information about the behavior of
these objects in the video.

Video object segmentation, time-series data
maiching and indexing are the essential preliminary steps

in most video information systems. The methods
discussed in this paper are representative of techniques
commonly used in practice. We have successfully
analyzed several sport motion examples using the
developed system. In addition, the techniques used for
object feature extraction, curve segmentation and
matching appear general in nature. Thus we are hopeful
that suitable modifications will support the system to
analyze more complex video, such as color video
sequences of simplistic outdoor sport scenes.

The spatio-temporal matching algorithm can be
extended to several useful application domains, such as
gesture recognition [10]. We only need to record the
spatio-temporal feature values, then the recognition
processing can be replaced by a searching method with an
error tolerance. This approach will be faster and more
flexible than traditional ways. We leave this gesture
recognition project as our future work.
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