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Abstract

The empirical evaluation of software metrics is often
questioned for lack of experimental rigor [8]. Most
validations of previous software metrics were relied only
on the analysis of correlation degree between metrics and
software quality. The reliance, based solely on the
correlation data, may be limited [4] [8]. By combining the
rigorous experiment framework [1] and the validation
methodology [12], in the paper, we propose a validation
approach specifically for coupling and cohesion metrics of
object-oriented software. With four phases of an
experiment:  definition, planning, operation and
interpretation [1], our approach can help structure
experiment process and provide a classification scheme
for understanding and evaluating the experiment. In the
planning phase, two kinds of direct reflectors for coupling
and cohesion of object-oriented software respectively are
proposed. A set of statistical models is provided for
complete analysis-between the direct reflectors and the
metrics. With the analysis, the properties of quality
assessment, quality control and quality prediction of a
metric are evaluated properly.

Following the proposed validation approach, we
conducted an experiment to evaluate the effectiveness of
several existing coupling and cohesion metrics of object-
oriented software empirically. The experimental results
indicate that message passing is the major contribution of

" coupling of object-oriented software.

Keywords: software metrics, metrics validation, coupling
and cohesion, object-oriented programs,
experimental design.

1. Introduction

One major reason for lack of widespread acceptance
of experimental studies for validating software metrics is
the lack of rigorous study or design for the experiment. The
study in an experiment includes pre-experiment design,
operational definitions, experiment method, data collection,
program sizes, program sample sizes, statistical validity,
result interpretation [8]. Besides, most empirical
evaluations of previous metrics were relied only on the
analysis of correlation degree between software quality
factors and metrics. The reliance, based solely on the

correlation analysis, may be limited {4] {8]. Basili et al. (1] .

proposed a rigorous framework for the experiments in
software engineering. Schneidewind [12] proposed a
validation methodology providing complete theory bases of
statistical analysis. Combining Basili’'s framework and
Schneidewind’s methodology, we propose a validation
approach specifically for coupling and cohesion metrics of

object-oriented software.

. Based on Basili’s framework, an experiment in our
approach contains four phases: definition, planning,
operation and interpretation. In, the definition phase, six
parts need to be specified: motivation, object, purpose,
perspective, domain and - scope. The planning phase
consists of three parts: design, criteria and measurement.
Preparation, execution and data analysis constitute the
operation phase ‘and the interpretation phase comprises of
interpretation, extrapolation and impact. In this way, our
approach helps structure the experiment process and
provides a classification scheme for understanding and
evaluating experimental studies. i

In our approach, the validation for software metrics is
achieved through the statistical analysis of the relationship
between the quality factors used to reflect coupling and
cohesion directly and the metrics. In the criteria part of the
planning phase, we propose two kinds of direct reflectors
for coupling and cohesion in a class. These reflectors are
concerned with the modifications of a class in testing and
maintenance phases. The direct reflectors for coupling and
cohesion in a class hierarchy are defined based on those in
classes within the hierarchy. In the design part of the
planning phase, adopting four validity principles in the
validation methodology {12], our approach provides a set
of complete statistical models to analyze the relationship
between these direct reflectors and the metrics. With the
analysis, the properties of quality assessment, quality
control and quality prediction of a metric are evaluated
properly. .

Following the proposed validation approach, we
conducted an experiment to validate several existing
coupling and cohesion metrics of object-oriented software.
Twenty two subjects, including undergraduate and
graduate, were asked to implement a simulation for
financial management of a company. Totally, 174 classes,
23 class hierarchies, and 17 programs were collected. The
coupling and cohesion metrics, analyzed through four
validity principles in the experiment, include the metrics
proposed in [6], [2], [7], and [3]. The experimental results
indicate that message passings are the major source of

- coupling in object-oriented software. Information flow

based metrics [6] is better than the others because the
metrics consider the amount of arguments in a message
passing in addition to the number of message passings. The
other metrics satisfy the four principles also, however, they
show weak validity.

In the following, we will describe the background of
‘this research- in section 2, and present our validation
approach and the experiment in section 3 and 4
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respectively. Section 5 concludes all the work.

2. Background
2.1 Experiment Framework

Basili et al. proposed an experiment framework [1],
which contains four categories corresponding to phases of
the experimentation process:  definition, planning,
operation, and interpretation.

The first phase definition of an experiment usually
consists of six parts: 1) motivation, 2) object, 3) purpose, 4)
perspective, 5) domain, and 6) scope. Three aspects, design,
criteria and measurement, constitute planning. Operation,
inclusive of preparation, execution and analysis, is the
work in the third phase of an experiment. The last phase of
an experimental study is interpretation, which comprises
of interpretation context, extrapolation and impact.

2.2 The Validation Methodology

Schneidewind proposed a methodology for validating
software metrics [12]. In the methodology, the quality
factors are first defined as a direct indicator for the
software quality which the validated metrics may predict.
Secondly, the. values of the metrics and the data of the
quality factors for each measured éntity (maybe a class or a
class hierarchy) are collected phgse by phase. At last, the
validity principles, the relationships between the quality
factors and the validated metrigs, provide the rationale for
validating metrics.

A metric should perform quality functions to achieve
project quality goals. The quality functions concerned with
this methodology are assessment, control and prediction.
Quality Assessment is the evaluation of the relative quality
of software components. The purpose of assessment is to
provide software managers with a rational basis for
assigning priorities to improve quality or allocate resources.
Quality Control is the evaluation of software components
against predetermined critical values . of metrics and
identification of components that fall outside quality limits.
‘The purpose of control is to allow software managers to
identify software which has unacceptable quality
sufficiently early in the development process to take a
corrective action. Quality Prediction is a forecast of the
values of quality factors based on the values of the metrics
in the earlier phase.

The validity principles are defined to support
assessment, control and prediction functions for the
validity of a metric.

Correlation:  The variation in F explamed by the
variation in M, which is given by R?
(coefficient of determination), where R is
the linear correlation coefficient, must
exceed a specified threshold, or R*> Ba,

with specified o. In other words, R?

measures the degree in which the

following holds.

‘Magnitude [M; < M; J¢<>Magnitude [Fi <
F]

This criterion supports -the

assessment property.

quality

The rank correlation coefficient r between
F and M must exceed a specified threshold,
or > B., with specified a. In other words,
r measures the degree in which the

Consistency:

following holds.
Rank [M; < M; ] < Rank [F; < Fj ]
This criterion also supports the quality
assessment property. '
Discriminative:; The critical value of a metric Mc must be
able to discriminate

‘Power for a specified F. between elements
(components 1, 2,..., i,...n) of vector F in
the following way:

Mi>M; = Fi>F.and M; <M. F;<F,
This criterion supports the quality control
property.

Predictability: There exists a function of M, f{M), where

M is measured at time T;, which can
predict F, measured at time T,. This
criterion supports the quality prediction
property.

3. Our Proposed Validation Approach

In our approach, an experiment is constructed with
four phases [1]: definition, planning, operation and
interpretation. In the definition phase, six parts need to be
specified: motivation, object, purpose, perspective,
domain and scope. The planning phase consists of three
parts: design, criteria and measurement. Preparation,
execution and data analysis constitute the operation phase
and the interpretation phase comprises of interpretation,
extrapolation and impact. Table 3.1 shows our validation
approach.

In our approach, the validation for software metrics is
achieved through the statistical analysis of the relationship
between the quality factors for coupling and cohesion and
the metrics. In the criteria part.of the planning phase, we
propose two kinds of direct reflectors for coupling and
cohesion respectively for a class and for a class hierarchy,
which will be presented in section 3:1. In the design part of
the planning phase, adopting four validity principles in the
validation methodology [12], our approach provides a set
of complete statistical models to analyze the relationship
between the direct reflectors for coupling and cohesion and
the metrics. We will present these statistical models in
section 3.2.

3.1 The direct reflectors

In Basili’s framework, there need criteria that directly
reflect coupling and cohesion of software which the
metrics intend to capture. Our validation approach is
emphasied specifically for validating coupling and
cohesion metrics of object-oriented software so the direct
reflectors in this approach are defined for the quality of
coupling and cohesion of object-oriented software. Change
is considered an attribute which can reflect coupling most
[15]. The direct reflectors defined in the approach are
mainly concerned with the modification of classes. They
include the changes made in other classes (or the class
itself) when 1) cleaning the bugs in one class in the testing
phase or 2) modifying the requirements of one class in the
maintenance phase. The direct reflectors of coupling are
defined as “ctcp” (changes made in the testing phase for
coupling) and “cmcp” (changes made in the maintenance
phase for coupling). The followings list the way how we
collected the data about ctcp for a class, cmcp for a class,
ctep for a class hierarchy, and cmep for a class hierarchy.

ctep for a class named C: When there are errors in class C
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or the functions performed by class C do not meet
its requirements in the testing phase, the number
of total changes made in other classes of the
system for cleaning the “bugs” in class C is czcp for
class C. (The modifications made in a class for the
same small goal are counted as one -change on
collecting data. This rule is also applied to the
following situations.)

cmcep for a class named C: The original requirements for
some classes in the system are changed in the
maintenance phase. The number of total changes
accompanying the modification of class C due to
the changes of its requirements made in other
classes in the system are cmcp for class C.

ctep for a class hierarchy named H: When there are errors
in the classes of class hierarchy H or the functions
performed by the classes of class hierarchy H do
not meet their requirements in the testing phase,
the number of total changes made in other classes
outside the class hierarchy H for cleaning the
“bugs” in the classes of class hierarchy H is ctcp
for class hierarchy H.

c¢mep for a class hierarchy named H: The original
requirements for some classes in the system are
changed in the maintenance phase. The number of
total changes accompanying the modifications of
. the classes of class hierarchy H due to the changes
of their requirements made in other classes outside

class hierarchy H is cmcp-for class hierarchy H.

Cohesion was also captured by the changes in the
testing phase and the changes in the maintenance phase so
the direct reflectors of cohesion are defined as “ctch”
(changes made in the testing phase for cohesion), and
“cmch” (changes made in the maintenance phase for
cohesion). The way to collect the data about czch and cmch,
described as follows, is different from that for coupling.

ctch of a class named C: When there are errors in class C or
the functions performed by class C do not meet its
requirements in the testing phase, the number of
total changes made in class C itself for cleaning
the “bugs” in class C is ctch for class C.

cmch of a class named C: The original requirements for-

some classes in the system are changed in the
maintenance phase. The number of total changes
made in class C itself due to the changes of its
requirements is cmch for class C.

ctch of a class hierarchy named H: When there are errors
in the classes of class hierarchy H or the functions
performed by the classes of class hierarchy H do
not meet their requirements in the testing phase,
the number of total changes made in the classes of
class hierarchy H for cleaning the “bugs” in these
classes of H is ctch for class hierarchy H.

cmch of a class hierarchy named H: The original
requirements for some classes in the system are
changed in the maintenance phase. The number of
total changes made in the classes of class
hierarchy H due to the changes of requirements of
these classes is cmch for class hierarchy H.

3.2 The statistical models
In section 2.2, we introduced four validity principles
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to validate the metrics in Schneidewind’s methodology.
Here list the statistical models on which these validity
principles are based. :
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(1) Correlation:

The statistical model for correlation analysis is
called simple linear regression [10]. The assumption
behind the model is that the distribution of the random
error, € is NID(0, o%). The strength of linear
relationship between the independent variable and the
dependent variable is measured by correlation
coefficient ¥, whose value -ranges from -1, for perfect
negative correlation, to +1, for perfect positive
correlation. The null hypothesis Hp: y=0 represents
there is no correlation between the independent
variable and the dependent variable, and significance
level o. equals to 0.05. Besides, Pearson’s coefficient
of determination, ¥*, which also acts as an index of the
degree of correlation, represents the variation in the
dependent variable explained by the variation in the
independent variable.

(2) Consistency:

The statistical model for consistency analysis is
Spearman’s rank correlation [10]. It is classified into
nonparametric regression. Tests of model adequacy do
not require any assumptions about the probability of
distribution of €. Spearman’s correlation coefficient ¥s,
an alternative to Pearson’s correlation coefficient, is’
based on ranks. The larger the absolute value of «y;, the
stronger the relationship between the ranks .of the
independent variable and the dependent variable. The
null hypothesis Ho: 7Y:=0 represents there is no
consistency between the independent variable and the
dependent variable, and significance level a equals to
0.05.

(3) Discriminative power:

We used the contingency table to analyze
discriminative power of the metrics [9]- The values of
each variable are classified into two categories .
according to their critical values M; and F. (M, is the
critical value for the metric and F¢ is the critical value
for the direct reflector). The value in a cell is the
count of the category for its corresponding row and its
corresponding column and the percentage of the count
for the total observations. The objective of such a.
classification -is to determine whether the two
directions of classification are independent.

x2-statistic is used to test the null hypothesis that
the two classifications are independent against the
alternative hypothesis that the two classifications are
dependent, and significance level a equals to 0.05.

‘Large values of xz imply that the observed counts do

not closely agree -and therefore the two classifications
are not independent. The success rate, which is a
summation. of the count percentages for the total
observations in the correct classifications, also acts as
an index of the independence of two classification. The
larger the success rate, the more dependent two
classifications.

(4) Predictability:

The statistical model of predictability analysis is
an extension of that of correlation analysis: multi-
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linear regression. If a regression equation can be

established, we can assert the metric possesses
predictability about the corresponding direct reflector.
First, the basic linear model - of regression for
predictability is: .
DV = By + B;IDV; + B,IDV; +...+ B,IDV,

where B; is coefficient of IDV;. We define the null
hypothesis Hy : Bp = B; = ... = B, (that is, there does
not exist a linear relationship between dependent
variables and independent variables), and significance
level @=0.05. The level of strength can be observed
from 7y or y* value.

Table 3.1 Our validation approach

I. Definition (1)

Motivation Object Purpose-
Validate the |{Object- . |Evaluate the relationship
coupling and |oriented between the coupling and
cohesion programs [cohesion metrics and the direct
metrics reflectors

1. Definition (I11)
Perspective Domain Scope
Developer Programmer  [Single project
Program / Multi-project
Project Replicated project
Blocked subject-project
I1. Planning
Design Criteria "~ Measurement
xperimental Direct reflectors [Metric definition
designs of quality: The direct
Validity principles |Coupling’ reflectors of
1. Correlation ana. |1. Changes made | coupling:
2. Consistency ana. in the testing |[ctcp, cmep
3. Discriminative phase. The direct
power analysis 2. Changes made reflectors of
4. Predictability ‘in the cohesion:
analysis maintenance  |ctch, cmch
Statistical ana. phase. The validated
models Cohesion metrics:

1. Scatter plots 1. Changes made |Coupling and
2. Histograms in the testing cohesion
3. Simple linear phase. metrics

regression 2. Changes made {Data collection
4. Spearman’s rank in the methodology
correlation maintenance |Objective vs.
5. Chi-square phase. subjective
contingency table {Indirect reflectors
6. Multi-linear of quality:
regression Coupling and
: cohesion
metrics
IIl. Operation
Preparation Execution Analysis

Pilot study Data coliection |[Preliminary analysis

‘Particigant training [Data validation {Primary analysis
IV. Interpretation

Interpretation Context | Extrapolation Impact

Statistical framework Sample Visibility

Study purpose representative | Replication

Field of research Application

4. The Experiment

Following the proposed validation approach, we

constructed an experiment to validate several existing
coupling and cohesion metrics of object-oriented software.
The coupling and cohesion metrics validated in the
experiment are introduced in section 4.1, section 4.2
presents the experiment design by following our proposed
approach and data analysis is shown in section 4.3.

4.1 A Survey of Coupling And Cohesion Metrics for

including

Object-Oriented Software

In this paper, we validate three categories of metrics
cohesion metrics, coupling metrics and

inheritance coupling metrics.
(1) Cohesion Metrics
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¢ Information Flow Based Cohesion for a Class
(ICH(C)): sum -of the amount of information flow
caused by the messages passed within the class, where
the amount of the information flow caused by a
message passing is one plus the number ‘of arguments
in the message passing [6].

¢ Information Flow Based Cohesion for a Class
Hierarchy 7 (ICH(H)): sum of the amount of
information flow caused by the messages passed
within the class hierarchy, where the amount of the
information flow caused by a message passing is one
plus the number of arguments in the message passing

[6].

(2) Coupling Metrics

* Coupling between Objects (CBO): Coupling can
exist between classes that are not related through
inheritance. One class is coupled to another if the
methods of the former use the methods or instance
variables of the latter. CBO for a class is the number
of classes which has coupling with the class [2].

* Response for a Class (RFC): The RFC metric value
for a class is the sum of the number of its instance
methods and the number of all other methods that the
class directly invokes {2].

¢ Coupling through Message Passing (MPC) for a

Class: When an object needs some service provided

by other objects, messages are sent from the former to

the latter. Message-passing coupling (MPC) is used to

measure the complexity of message passing among .
classes. Since the message is defined in a class and

used by objects of the class, the number of message

passings is calculated at the class level instead of the

object level [7].

MPC = number of message passings defined in a class.

* Coupling through Abstract Data Types (DAC) for a
Class: The concept of an abstract data type (ADT) is
discussed in [13]. A class can be viewed as an
implementation of an ADT {5]. A variable defined
within a class X may have a type of ADT which is
declared in another class Y. This phenomenon causes
a particular type of coupling between class X and
class Y. The metric proposed. by [7] is data
abstraction coupling (DAC) for a class as follows:
DAC = number of ADTs defined in a class.

¢ Information Flow Based Coupling for a Class
(ICP(C)): sum of the amount of information flow



caused by the messages passed from the class to the
other:classes, where the amount of the information
flow caused by a message passing is one plus the
number of arguments in the message passing [6].

¢ Information Flow Based Coupling for a Class
Hierarchy (ICP(H)): sum of the amount of
information flow caused by the messages passed from
the class hierarchy to the other class hierarchies,
where the amount of the information flow caused by a
message passing is one plus the number of arguments
in the message passing [6].

(3) Inheritance Coupling Metrics

* Depth of Inheritance Tree (DIT): The DIT metric for
a class is a measure of how many ancestor classes
which can potentially affect this class.. The
calculation of the DIT metric is defined as the depth
level for a class in the inheritance hierarchy [7]. The
root class’s DIT is zero. " - '
DIT = inheritance level number in the inheritance
' hierarchy.

* Class Inheritance-related Coupling (CIC): For a
class, there are usually two kinds of clients: objects
that invoke operations upon instances of the class,
and subclasses that -inherit from the class. With
inheritance, coupling will occur when a class accesses
a variable or uses a member function’ defined in a
proper ancestor class. For a class, we define a count of
such accesses and uses as Class Inheritance-related
Coupling (CIC) [3].

CIC = number of inheritance accesses to the variables

or methods in its superclasses.

* Information Flow Based Inheritance Coupling for a
Class (JH_ICP(C)): sum of the amount of information
flow caused by the messages passed from the class to
its superclasses, where the amount of the information
flow caused by a message passing is one plus the
number of arguments in the message passing [6].

Table 4.1 A summary for the metrics and the attributes
which they measure.

Metrics/ Cohesion

Coupling .| Inheritance
Attributes .l

Coupling

ICH(C) *

ICP(C) *

IH_ICP(C) . *

ICH(H) *

ICP(H)

CBO

RFC

MPC

] W] W) ] *

DAC

DIT *
CcIC ' *

4.2 Experiment Definition

The experiment was done on several existing coupling
and cohesion metrics of object-oriented software with a
given project from the perspective of developers. The
subjects of the experiment are individual programmers,
who repeatedly worked on the same project and the objects
" are the software products. The purpose is to evaluate the
effectiveness how the metrics reflect coupling and
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cohesion of an object-oriented program.
4.3 Experiment Planning

Twenty two subjects with different programming
capabilities including undergraduates and graduvates
developed a -small project “a simulation for financial
management in a company” in Turbo C++ or Borland C++
integrated environment on PC/DOS system. The
experiences of the subjects are nonsensitive to the project.
and the implementation environment. The complexity of
the project can exhibit enough coupling and cohesion to
strengthen the validity of the experiment. Each subject
accomplishes the project by his own design architecture.

4.4 Experiment Operation

Data forms were designed for subjects to collect the
data of the direct reflectors phase by phase: ctcp, cmep,
ctch and cmch. At the end of every phase in life-cycle,

. subjects were asked a few questions to ensure that they did

what they should do.
4.5 Data analysis

Data analysis as follows was made to observe the
characteristics of the metrics.

4.5.1 Correlation Analysis

The statistical techniques usually require some
assumptions. The assumptions behind simple linear
regression are that the distribution of the residuals is NID(0,
62), i.e., the normality with mean zero assumption, the
constant variance assumption and the independence
assumption [11]. The assumptions of correlation analysis
for the validated metrics and the direct reflectors hold [14].

Null Hypothesis Hp: y=0 (Two variables are not
correlated.) '

Alternative Hypothesis H,: y#0 (Two variables are
correlated.)

Significance level 0:=0.05

-The correlation coefficient y and the coefficient of
determination y* of simple linear regression for the
cohesion metrics, ICH(C) and ICH(H), are shown in Table
4.2. All the p-values are far smaller than o so Hy is rejected;
that is, the direct reflectors and the cohesion metrics are
correlated. The ‘results . indicate that the correlation
criterion is verified and the cohesion metrics have the
quality assessment property.

Table 4.2 Results of correlation analysis for the
cohesion metrics. IDV: independent
variable; DV: dependent variable; p: p-

value
DWVIDV ICH(C) ICH(H)
ctch v =0.48270 ¥=0.56105 .
¥ = 0.23300 ¥* = 0.31477
» = 0.0000 p = 0.0066
cmch ¥=0.43989 ¥=0.52642
¥ =0.19351 ¥ =0.27712
p = 0.0000 p =0.0171

Table 4.3 shows the results of correlation analysis for
the coupling metrics. There are five metrics (ICP(C), CBO,
DAC, MPC, RFC) which fully satisfy correlation criterion;

-that is, the quality assessment function of the five metrics

is validated. The results also indicate that the metrics
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defined based on message passings, ICP(C) and MPC, are
correlated with ctcp and cmcp more than the metrics
defined from other viewpoints.

Table 4.3 Results of correlation analysis for the
coupling metrics.

PV | ICP(C)| CBO DAC | MPC | RFC ICP(H)W
DV - )
ctep i A= 1= 1= 7= T= ¥=

0.3339110.549170.435920.34984

== |y | 7= | 7| 7s

0.11150[0.301590.190030.12240

0.68219{0.30998

0.46538(0.09609

p= | p= | p= | p= | P= | P=
0.0000] 0.0000| 0.0000 ] 0.0000|0.0000} 0.1105
cmep Y= Y= Y= Y= Y= Y=

0.6654510.38756{0.40558 |0.493310.372450.20929
P= | F= | 2= | ¥= | = | P=

0.4428310.15020] 0.16449 {0.243350.138720.04380
p= p= | pP= pP= p= p=

0.0000 | 0.0000 | 0.0000 | 0.0000 |0.0000]0.3759

Table 4.4 shows the results of correlation analysis for
the inheritance coupling metrics. Only metric JH_ICP(C)

metrics are illustrated in Table 4.6. There are five metrics
(ICP(C), CBO, DAC, MPC, RFC) which fully satisfy the
consistency criterion.

Table 4.6 Results of correlation analysis for the coupling

metrics. :
PWI |ICP(C)] CBO | DAC | MPC | RFC | ICP(H)
DV
ctep | Vs = ¥s= Ys= Ys= Ys = Ys=-
0.6467 | 0.2827 10.2694] 0.5524 |0.5755]| 0.3646
p= =0.000! p= p= p= |p=0.095
0.000 IP 0.000 | 0.000 |0.000
cmepl Ys= Ys= Ys=| ¥s= | ¥s= Ys=
0.5853 | 0.3669 }0.3908} 0.4834 10.4809] 0.2367
p= [p=0000 p={ p= | p= |p=0315
0.000 0.000 | 0.000 | 0.000 :

Table 4.7 shows the results of Spearman’s correlation
for the inheritance coupling metrics.  Only metric
IH_ICP(C) fully satisfies the consistency criterion. Metric
CIC is rank consistent with factor ctcp and DIT is rank
consistent with factor cmcp.

o g 6 . Table 4.7 Results of correlation analysis for the
satls_fles correlation criterion; that is, IH_ICP(?‘) has the inheritance cou Jlinimetrics.
quality assessment property. The other two metrics are not DWIDV | IH_ICP(C) CIC . DIT
correlated with factors cfcp and cmep.
ctep Ys=0.4977 | vs=0.2716 | vs=0.1750
Table 4.4 Results of correlation analysis for the p = 0.000 p = 0.006 p = 0.080
inheritance coupling metrics. cmep Ys=0.4455 s=0.0572 | v<=0.2668
DWIDV | IH_ICP(C) cic DIT 2.=0.000 p=0.578 p.=0.008
ctep v=0.52146 [y =0.15860v=0.09039 4.5.3 Discriminative Power Analysis
7' =0.27192 ¥ = 02515 7' = 0.00817 Null Hypothesis Hj,: The two classifications are
p=0.0000 [p=0.1132 {p=0.3687 independent. L _
emep | Y=0.50466 |y=0.11174|y=0.01671 _ Alternative Hypothesis H,: The two classifications are
| ¥* = 0.25468 | v* = 0.01249] ¥* = 0.00028 dependent.
p=0.0000 |p=02759 {p=08710 Significance level 0:=0.05
4.5.2 Consistency Analysis The following shows the results of discriminative
Spearman’s  correlation  is  classified  into power analysis for the critical values of metric JCH(C). Let

nonparametric regression. It does not require the normal
distribution of data.

Null Hypothesis Hj: ¥,=0 (Two variables are not
correlated in ranks.)

Alternative Hypothesis H,: v7,#0 (Two variables are
correlated in ranks.)

Significance level 0=0.05

Table 4.5 shows correlation coefficient 7y of
Spearman’s correlation analysis for the cohesion metrics.
Metric ICH(C) fully satisfies the consistency criterion and
metric ICH(H) is rank-consistent with factor cmch. The
results represent there is an 100Y,% ranking consistency
between the direct reflectors and the metrics.

Table 4.5 Results of correlation analysis for the
cohesion metrics.

the critical value of factor crch be as close as its mean
(0.809), F=1. The value of metric JCH(C) equal to 4
discriminates the values of factor cfch best because it has
the largest success rate of discrimination which is the total
percentage of the counts of the correct classifications. The
p_value of chi-square test for JCH,(C)=4 and ctchc =1 is
smaller than a=0.05 so Ho is rejected; that is, the two
classifications are dependent. Similarly, let the critical
value of factor cmch be set as close as its mean (2.903),

.=3. A metric may have more than one critical value
because the distribution of data is discrete. The critical
values of metric ICH(C) for factor cmch are 2 and 3.
Therefore ICH(C) satisfies the discriminative power
criterion and it has the quality control property. A summary
table of the discriminative power analysis for the metric
ICH(C) is shown in Table 4.8. The analysis results of
discriminative power for the other metrics are shown in

DWIDV ICH(C) ICH(H) (14].
ctch ¥s= 0.4263 vs = 0.3567 Table 4.8 . Summary of discriminative power analysis for
p = 0.000 p=0.103 metric ICH(C) .
cmch ¥s=0.4990 ¥s=0.5015 Chi-square y°| p-value | Success rate
= 0.000 p =0.024 ctche=1 14.05847 0.00018 80.9%
The results of Spearman’s correlation for the coupling cmch,=3 23.69906 0.00000 79.6%
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|zcH.(C)=2, 3] - | |

| +7.616468 1
. o . cmcp |=2.133859CBO 0.38756 [0.15020| 0.0000
4.5.4 Predictability Analysis +11.352922 §
_ Null Hypothesis Ho: Bg=P;= ... =B; (There exists no cmep |=2.353763DAC | 0.40558 0.16449] 0.0000
linear rela.tlor.nshlp.) ) ) +11.347632
. Alternative Hypothesis Ha There exists a  Iemep|=0.350981MPC 0.49331 0.24335| 0.0000
linear relationship between DV and IDV. +11.200671 i
Significance level 0=0.05 cmep |=0.343639RFC 0.37245 0.13872] 0.0000
Table 4.9 shows the results of predictability analysis +10.074828
for the cohesion metrics. R-square, yz is an indicator to emep |=0.173267ICP(C) 0.70863 [0.50215| 0.0000
show the accuracy degree in which the given values of the +0.014312DAC i
metrics can predict the factor values. In Table 4.9, all the +0.116866CBO-
p-values are smaller than a=0.05 so Hp is rejected; that is, 0.009927RFC
there are linear relationships between the factors and +0.222151MPC
ICH(C) and between the factors and ICH(H). +7.300627
Table 4.9 Predictability analysis results for the cohesion cmep [=0.075124ICP(H) 0.20929 10.04380) 0.3759
. +10.386779
metrics -
D.V. | Regression Equation ¥ 72 p_value Table 4.11 shows the results of predictability analysis
ctch |=0.228704ICH(C) [0.48270] 0.2330 0.0000 for the inheritance coupling metrics. Metric JH_ICP(C) has
+0.564082 . a predic}tability for factor ctcp and cmcp than the other
ctch |=0.59306ICH(H) _ |0.56105|0.31477] 0.0066 inheritance coupling metrics. More than 50% of the
+0.858596 . variance in factor ctcp is explained by the combination of
emeh |=0.300258ICH(C) 0.4398910.19351] 0.0000 all the 'inhen.tance coupling metrics and more than 60% of
+2: 318853 ) the variance in ‘factor cmcp .is explai‘ned by the combination
cmch |=0.143630ICH(H) _ [0.52642[0.27712| 0.0171 of all the inheritance coupling metrics.
+5.554849 ) Table 4.11 Predictability analysis results for the
' o . inheritance coupling metrics
Table 4.10 shows the results of predictability analysis - -
for the coupling metrics. R-square, 7>, is a regression D.V| Regression Equation Y Y | p_value
. quality indicator showing the capability of prediction; that ctcp |=0.026449IH_ICP(C) 0.52 | 0.27 | 0.00
is, how much variance in the dependent variable is +0.053056
explained by the independent variable. From Table 4.10, ctcp |=0.021879CIC 0.176231 | 0.16 10.023| 0O.11
most metrics have predictabilities for factors ctcp and ctep |=0.086179DIT+0.167480f 0.09 | 0.01 0.37
e¢mep. More than 50% of the variance in factor ctcp is ctcp |=0.034171TH_ICP(C) 0.56 | 0.32 | 0.00
accounted for by the combination of all the coupling +0.140828DIT
-metrics and about 50% of the variance in factor cmcp is -0.038712CIC+0.885128
accounted for by the combination of all the coupling cmep 1=0.131999IH_ICP(C) - 0.50 | 0.25 0.00
metrics. +1.227035
Table 4.10 - Predictability analysis results for the coupling cmep [=-0.092459CIC 0:11 10011 0.28
metrics - +2.526429
— cmep 1=0.098074DIT+2.260946| 0.02 | 0.00 0.87
D.V. |Regression Bquation| _y | ¥ _|p value] cmep |=0.196993IH_ICP(C) | 0.67 | 0.44 | 0.00
ctep |=0.057136ICP(C) 0.68219 j0.46538| 0.0000 +1.341494DIT
+ 0.098730 - 0.449940CIC
ctep |=0.413824CBO 0.30998 10.09609| 0.0000 - 0.885128
+ 1.135865 .
ctep |=0.469927DAC 0.33391 {0.11150| 0.0000 .
+1.124611 ‘ 5. Conclusions
ctep 1=0.096027MPC 0.54917 10.30159| 0.0000 Combining Basili’s framework and Schneidewind’s
+ 0.843825 : methodology, we propose ‘a validation approach
ctep |=0.096913RFC 0.43592 0.19003| 0.0000 specifically to validating the coupling and cohesion
+ 0.476119 metrics of object-oriented . software empirically. This
ctcp |=0.042852ICP(C) 0.75082 10.56373| 0.0000 approach provides a rigorous experiment framework and a
- 0.061846DAC set of statistica_l models for validation. Two kinds of direct
- 0.19040SCBO reflectors, ctch and cmch for cohesion and ctcp and cmcp
+ 0.007009RFC for coupling, are define as criteria to reflect cohesion and
+ 0.081417MPC coupling directly. A validation for coupling and cohesion
+ 0.053645 metrics is achieved through the analysis of the relationship
ctcp |=0.055307ICP(H) 0.12240 0.349861 0.1105 between the direct reﬂegtots and the metrics by the
+1.859125 provided statistical models in our approach. ) )
cmep1=0.227367ICP(C)  {0.66545 10.44283] 0.0000 Following the proposed approach, we conducted. an

experiment to validate several existing coupling and
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cohesion metrics of object-oriented software. The analysis

results show that the metrics defined from the viewpoint of

message passings are better than the others. Besides, the
results show that the metrics JCH(C), ICP(C), CBO, MPC,
RFC and IH_ICP(C) are validated for four validity
principles. These analyses between all the metrics and the
direct reflectors are at a significance level 0=0.05. Table
5.1 summarizes the validation results of all the cohesion
and coupling metrics.

Table 5.1 Summary of validation for the cohesion and

coupling metrics. * : a metric is valid

Validity principles \ Metrics Cohesion
_ ICH(C) | _ICH(H)
Correlation T cich . o
cmch . *
Consistency ctch e
cmch * *
Discriminative | cich M
power cmch * M
Predictability ctch . *
' cmch . .
Validity principles \ Coupling :
Metrics ICP(C)[CBO|DAC|MPCIRFCICP(H)
Correlation ctcp—‘ . o | o . .
cmcp (] ) . . .
Consistency  ktcp . o | e . .
rmcp . . . . .
Discriminative ftcp . o | o . . .
Hpower rmep . o |. . . .
Predictability rtep | o D ) o | o
Cmcp [ ] L] o ] ® [ ]

Validity principles \ Inheritance Coupling
: Metrics [IH_ICP(C)| CIC | DIT
Correlation ctep [
cmep .
Consistency ctep . )
cmep . .
Discriminative | ctcp . .
power cmep . i .
Predictability ctep .
cmep .
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