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Abstract

Lines and junctions are principal features for a line image.
The spatial relationships established among them are usually
employed in applications such as OCR and architectural blueprint
vectorization. The conventional thinning techniques often suffered
the pitfall of spurious junction points that are crucial features to
derive. The Hability of the shape of the skeleton resulting from
multiple fork points connected through several short branches will
impede the further recognition stage. Also, different thinning
algorithms often lead to different results and are very sensitive to
the presence of noise. Since morphological thinning operation
proceeds in a step-by-step peeling of outer-layer pixels down to a
unit-pixel skeleton, the computation requirements are high’ and
very time-consuming,

An algorithm which differentiates from the conventional
thinning algorithms in vectorizing a raster line image called
maximal inscribing circle (MIC) is used. This region-based
vectorization algorithm takes the ensemble of pixels within the line
segments collectively as legitimate candidates in deciding the
vectorized representation. An iterative procedure is outlined and
the criteria for merging short straight line segments into the
corresponding curve representation are described. This method can
not only segment the lines and junctions, construct their spatial
relationships in a computation efficient manner, but also retain
their line width.

Experimental studies comparing the MIC algorithm with a
conventional thinning algorithm are performed using scanned
raster diagrams. Engineering blueprints with various sizes and
complexities are used as test raster images to demonstrate the
versatility of our method. The results show promising performance
in comparison with that of the traditional approaches. Finally,
conclusions are made and future works are discussed.

1. Introduction

Line drawing hardcopies, e.g. engineering drawings,
architectural blueprints and maps, are subject to damage, smear
and take lots of shelf space. A raster representation of the paper
drawing is difficult to reproduce, manipulate, and modify by using
- the computer and occupies a large amount of memory space. A
conversion from raster representation to a vectorized form can
render easier computer processing and require much less storage
space. In vectorizing a bit-mapped graph, several options are
available. An operator may use a large-format tablets to manually
input the corresponding vector points. However, due fo the
disjunction between picking points on the tablet and seeing the
results on the screen, it can be difficult to be sure each and every
last detail from paper to computer are duplicated in the right place.
Also, this method requires intensive man power and is not feasible
for a reasonable amount of printing backlogs. Using automatic
conversion software allows accurate duplication of the originals
and supports various vector editing features. The process of
converting the bii-mapped graphics into the corresponding vector
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representation is called raster-to-vector conversion.

Vectorization of the bit-mapped image into corresponding
line or curve primitives, which represent significant features of the
original image, plays an important role in a wide area of
applications. For example, the primal constituents of engineering
drawings, architectural blueprints and cartographic data are points,
line segments, polygons and curves. If a scanned bit-mapped
graphics can be vectorized into a collection of lines and curves,
archival spaces can be saved significantly. Furthermore, if the
vectorized image is converted into CAD file format, then the rich
vector-editing features provided by the custom CAD software can
be utilized to do whatever modification operations necessary. For
character recognition applications, how to correctly map the input
bit-mapped character shapes into connected segments of lines and
curves without altering the crucial characteristics on the number
and position of junction points is the key issue in determining the
success of the postprocessing recognition stage.

Shape analysis plays an important role in the recognition of
objects. Shape is a prime information carrier in the applications of
machine vision and pattern recognition. The majority of shape
analysis techniques can be categorized into two classes: boundary-
based techniques and region-based techniques [1]. Boundary-based
techniques analyze shapes by extracting features based on.object's
boundaries. For example, ploygons are fitted according to
boundary edge points for the computation of area, moments,
Fourier descriptors, efc [1,2]. In contrast, region-based techniques
represent shapes based on the object's geometrical structure. For
example, skeletons are used as “stick figures” to represent the
abstract structure of objects for topological analysis and
classification [1].

In analyzing line drawings, the hardcopies are usually
scanned first to obtain digital versions. The scanned line drawing
images usually are composed of multipixel width segments.
Consequently, the iraditional approaches usually apply
morphological thinning techniques to reduce the complexity of data
acquired. Skeletons are “stick figures” representing the abstract
structure of objects for topological analysis and classification. The
process of obtaining the “stick figures” from a binary image is
called the thinning process. The purpose of this thinning operation
is to reduce the original multi-pixel-width image into a one-pixel-
width skeleton that preserves the significant features of the
original line drawing. The skeleton of a digital object can be used
in many applications to permit a simpler structural analysis and
more intuitive design of recognition algorithms. Thin-line
representations of elongated patierns would be more amenable to
extraction of critical features such as end points, junction points,
and connections among the components. Naturally, for a thinning
algorithm to be effective, significant features of the pattern shall be
preserved while eliminating local mnoises without introducing
distortions of its own.

Thinning is one of the most important preprocessing steps for



feature extraction in many pattern recognition systems. In the
optical character recognition (OCR) application, the thinning
process extracting the basic features of characters is generally
followed by the stroke extracting process. In binary line drawings
such as’electrical schematic, map and architectural blueprint
vectorization, the thinming process plays an important role to
reduce the complexity of data acquired [4). However, these rule-
based thinning techniques often suffer the following major
drawbacks. The application of a thinning procedure usually
introduces spurious junction points that are crucial features to
derive. The short branches connected through these junction points
will distort the shape of the skeleton and impede the further
recognition stage. Also, different thinning algorithms often lead to
different results and are very sensitive to the presence of noise.
Since morphological thinning operation proceeds in a step-by-step
peeling of outer-layer pixels down to a unit-pixel skeleton, the
pixel-based computation requirements are high and very time-
consuming,

Owing to the above-mentioned drawbacks posed by the
thinning algorithms, different approaches which deviate from the
conventional thinning methods to obtain the spatial relationship
among lines and junctions for a line image are developed [9, 10]. A
procedure that differentiates from the conventional thinning
algorithms in presenting a segregation approach based upon the
line continuation and symmetry property to perform the
segmentation and association among lines and junctions for a line
image is outlined [9]. This approach gives a more precise
segmentation of line segments and junctions than the conventional
thinning algorithms do, But this method has high computation
complexity and a single line will partite into a plural number of
lines connected via multiple junction areas.

In order to analyze line drawings without introducing the
above-mentioned problems, a new approach, called maximal
inscribing circle (MIC) is presented in this paper [10,11,12]. This
new method takes the ensemble of pixels within the line segments
collectively as legitimate candidates in deciding the final
vectorized representation. The MIC method based on digital
circular disk that is defined first leads to the seeking of a maximal
inscribing circle, and later is employed to derive the direction and
width of a line segment. Since only line segments are used as an
approximation to the original raster image, curve portions are
characterized by a connected sequence of short straight line
segments. The length of the line is thus an implication for the
curvature of the specific segment. Further merging of these short
line segments into a unified curve representation, e.g. Bézier curve
is followed. The results show that MIC method is computation
efficient, robust, and may render optimal muiti-pixel-width
vectorized line representation at user’s discretion.

In what follows, the MIC method is introduced next. An
iterative procedure is outlined and the criteria for merging short
straight line segments are described. The conirol points for the
Bézier curve representation are also located. In Chapter 3, an
experimental study comparing the results obtained by employing
MIC and a conventional thinning method is performed.
Engincering blueprints are used as test raster images to
demonstrate the versatility of our method. Finally, conclusions are
made and future works are discussed in Chapter 4.

>

2. Maximal Inscribing Circle
In analyzing line drawings, two principal features, namely,
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lines and junctions, must be obtained first. A line is characterized
by its end points, slope, and possibly width. Junctions serve as
linkages among intersecting line segments. Different line segments
may associate through common junction areas. A correct
construction of line segments and association among line segments
via junctions are vital to the next recognition stage.

Theoretically, an ideal line primitive shall have zero width.
However, a scan-converted primitive occupies a finite area in the
hardcopy form. A raster line image is regarded as a rectangle of a
certain thickness covering a portion of digital grids called the line
segment. The MIC approach is based on the observation that for a
maximal-radius circle inscribing a line segment, the direction of
the diameter shall be perpendicular to that of the line length
without presence of noise in the continuous domain. The derived
slope, which is perpendicular to the diameter of maximal
inscribing circle, approximates the slope of the real line segment.
For example, In Fig. 2.1, P, and P, are the border points of a

non-zero-width line segment L across the diameter of the maximal
inscribing circle C. S, , the slope of the line perpendicular to EE
is an approximation to the slope of the line segment L.

>

Fig. 2.1. C is the maximal inscribing circle of line segment L.

P and P, are border points in contact with the
perimeter of the circle C across the diameter. S, is

the slope of the dashed line perpendicular to PP, ,

found in the first pass. S, is the slope of ﬁ found
in the second iteration and a closer approximation to
the real slope of the line image. Usually, points more
than two shall appear across the width and along the
border. Here, only P,. P, and P,, P, are shown for
simplicity.

However, for the ease of computer processing, an image
function f(x,y) must digitize in both space and amplitude
domains. Image sampling is referred to as digitization of the spatial
coordinate (x,y), while amplitude digitization is called gray-level
quantization. The sampling process may be viewed as partitioning
the xy plane into a digital grid, with the coordinates of the center of
each grid being a pair of elements from the Cartesian product Z
Z, which is the set of all ordered pairs of elements (x,y). Digital
circular masks are used to obtain a maximal inscribing circle by
successively enlarging the radius of the fitting circular mask. A
5% 5 circular mask is shown below:
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These inscribing circular masks are obtained by using the
following equations:

x= {icoseW .
: 2

d
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where d is the diameter of the digital disk, d e N, 0<0<2x.
The circumference of the circular mask formed partitions areas into
three disjoint connected areas corresponding separately to regions
within the circle, on the circle, and outside the circle, ‘.e.,
T 1 r
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where R, andR, are 4-conmected components, R, is an 8-
connected componentand R, R, and R, are disjoint connected
components.

For each interior pixel of the line segment wunder
consideration, a circular mask whose circumference touches line
border pixel is defined as an inscribing-circular-mask (ICM). For
example, the ICM of the pixel (14,4) shown in Fig. 2.2 is 5. All the
pixels confined by an ICM, including circumference, shall be
completely contained within the line segment. Every interior point
(x, y) of the line segment is mapped to one and only one N XN ICM,
denoted as ICM(x, y)=N. For example, the ICM of pixel (14,4),
shown in Fig. 2.2, is a 5 X 5 circular mask. Thus, ICM(14.,4)=5.

Pixel (14,4)

inscribing circular mask of

pixel (14,4) 1 i
\IH 2 %
——l--=-1--
———-111----

Fig. 2.2 The ICM of pixel (14,4) is a 5 X5 circular mask, and
denoted as ICM(14,4)=5.

As we process in a lefi-to-right, top-to-bottom fashion, pixels
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close to the medial axis of line image are corresponding to a
larger-radius ICM. Therefore, a pixel with a larger ICM value
indicates a direction closer to the medial axis. For example, in Fig.
2.3, the ICM of the pixel (x-2, y+2) is larger than the ICM of the
pixel (x, ¥) and the pixel (x-2, 3+2) is deemed closer to the medial .
axis of line image than that of the pixel (x, y). We employ an
iterative comparison procedure to find a maximum of the
inscribing circular masks as follows. The ICM value of current
central pixel is compared with that of its eight neighbors. If the
ICM of the central pixel is less than any of its eight neighbors, then
the pixel with larger ICM value is chosen as the central pixel in the
next iteration and the comparison procedure restarts again.
Otherwise, the procedure stops and the pixel with the maximum
ICM value is considered to be the center of a maximal inscribing
circle. For example, in Fig. 2.4, JCM{(14,4) is less than JCM(14,5).
The MIC-finding procedure uses pixel (14,5) as a starting new
central pixel to test ICM values of its eight neighbors. Since
ICM(14,6) is larger than ICM(14,5), pixel (14,6) is chosen as the
central pixel in the next iteration. Finally, the MIC-finding
procedure stops when selecting pixel (14,7) as the ceniral pixel,
because all the ICM values of the pixel (14,7)'s eight neighbors are
no greater than ICA4(14,7). The ICM of pixel (14,7) is considered
to be the maximal inscribing circle (MIC) of this line segment. The
MIC-finding procedure is outlined below: Assume Max is a
function that returns the maximum value of its parameters.

1. ICM(x',y") = Max(ICM (x + Ax,y + Ay)) where
x'=x+Ax, y'=y+Ay, Ax, A=, 0, -1 and
Axe Ay 20.

2. If ICM(x,p)<ICM(x',y"), then let x=x',y=y'
and go to step 1, otherwise go to step 3.
3. Pixel (x,y)is considered to be the center of a maximal
inscribing circle and the procedure stops.
pixel(xy)
pixel(x-1,y+1)

pixel(x-2,y+2)
\

An iterative procedure for finding MIC. The circle
with thin border line C, represents the ICM of
pixel(x,y ). The dashed circle C, is the ICM of
pixel( x— 1,y +1). The circle with bold circumference
C, isthe ICM of pixel (x -2,y +2), and corresponds’
to the MIC found.

Step 1 compares the ICM values of a central pixel (x,»)"s
8-neighbors. The coordinates corresponding to the maximum value
are stored as ( x',y’ ). In Step 2, The ICM value of the central pixel

and the maximum of its 8-neighbor are compared. If the ICM of the
central pixel is larger than those of its neighbors, then the central
pixel associated with MIC is found. Otherwise, update the position

Fig.2.3



of the central pixel and the whole procedure restarts.

pixel(14,4)

Fig. 24 ICM(14,4)=5, ICM(14,5)=6, ICA£(14.6)=8 and
ICM(14,7=9
Once MIC is found, its diameter is an indication to the line
width and the direction perpendicular to it can represent the
direction of a line segment. Hereinafter, Fig. 2.1 is used as an

illustration to explain our approach. The diameter pair F and P,

is regarded as the representation of the line width and the slope S,,

perpendicular to FP; , is an approximation of the line direction.
Due to the digital sampling procedure mentioned above, S, may

be skewed, since x and y are integers, not real numbers. We can
correct this by reapply the slope S,, which is derived from the

lines with slope §, emanating from the internal pixels across the

“diameter ﬁ of MIC and intersecting with the border of the line
image at points P, and F,.Since P, and P, are located on the
edge of the line image and the direction connecting these two

points can be served as a good inplication for the real line slope,
slope S, now represents the new vectorized line slope. A criterion

based on the area covered by the emanating lines within the
original line image determines the final slope. A larger area
represents a better fit for the raster image of the line segment and
the corresponding slope is taken as a closer approximation to the
real line slope.

If a single-pixel line is desired, further fitting criterion can be
applied based on the line direction found for the best selection.
Otherwise, a variable width line representation is implicit in the
MIC approach by taking the fitting diameter into consideration. A
labeling algorithm is then used to label different line segments and
identify the junction areas. Since the line segment represents as an
approximation to the raster image obtained, curve portions are
characterized by a connected sequence of short straight lines. The
length of a line is thus an implication . for the curvature of the
specific segment. Further merging of these short line segments into
a curve representation, e.g. Bézier curve, is followed. Connected
short line segments are merged next following the Bézier
representation by locating relevant control points. The proposed
MIC algorithm for vectorizing binary raster image is outlined
below:
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Use ICM to find a-maximal inscribing digital disk that
touches the border points through some circle diameter pair,
F and P,.

Derive a line slope S, perpendicular to diameter IXP: . From

the interior points of the diameter, emanating lines with
slope S, . Record the area covered as 4, and the intersection

points with line border as Pj‘ , J=1~n.The sﬁperscript 1

represents the first iteration and n the number of intersection
points.

From the points Pji , Where 7 is the iteration number and ; the
intersection points at the ith iteration, find a best-fit line with
slope S, intersecting with line border at points ij . Record
the area covered as 4,. Compare the area 4, with A4, If 4,
is less than or equal to 4, the iteration stops and the slope
of the line segment found is S,., - Otherwise, i=i+1,goto

step 3.
A vectorization of the original line image can now be

represented by the interior points of the diameter 1—’1}72 as the
starting points and S, the slope. Its length can be easily

derived. If a line with unit-pixel width is desired, a further
line fitting may apply later. Otherwise, the diameter of the
MIC represents the line width for the corresponding line
segment.

After a new line segment has been identified, the slope is
recorded, and a labeling algorithm follows. The conventional
labeling algorithm is used to label different line segments,
identify the junction areas and construct spatial relationship
among line segments and junctions. When recognizing and
labeling procedure had finished, the important information,
e.g. the slope of line segments, line width, junction areas and
spatial relationship among line segments and junctions, are
derived. If the vectorized image is converted into CAD file
format, then the rich vector-editing features can be utilized to
do whatever modifications needed. Archival spaces can be
saved significantly in comparison with the raster counterpart.
Finally, the connected short line segments are identified, and
further fitted by following a curve representation by locating
corresponding control points within the junction area and
endpoints,

In' this paper, two short line segments are merged into one
Bézier curve by taking the endpoints of each line segment as
the control points in the Bézier representation. The
intersection point of the connected line segments is counted
as two control points instead of one. Fig. 2.5 (a) is composed
of two connected short line segments, while Fig. 2.5 (b) is
the corresponding Bézier curve by taking the endpoints and
point of intersection as the fitting control points.
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(b)

Fig. 2.5 Two short line segments are merged into one Bézier
curve.(a) The original short connected line segment obtained from
MIC . (b) The corresponding Bézier curve by taking the endpoints
A, B and point of intersection C as the fitting control points. The
intersection point C is regarded as two control points instead of
one.

The Bézier curve representation is derived from the following
equation

A
C
P(u):[u3 ' u l]'MM' ch
| B
-1 3 -3 1]
3 -6 3 0
Mw=l_3 5 o of
1 0 0 0

where A,B are coordinates of the endpoints and C
corresponds to the central control points.

Even though Bézier curve representation is employed
specifically for this implementation, our approach is not limited to
Bézier curve only. The Bézier curve is chosen for its simplicity.
Once the control points are located, these vital information can be
served as the basis for any curve representation desired.

The vectorization of the line image can be characterized by
end points, the slope found, and possibly its line width at user's
discretion. A line segment containing the maximum number of
junction areas is vectorized first. If several line segments having
the same number of junction areas, one of them is arbitrarily
chosen. For two line segments passing through the same junction
area, one junction point within the junction area can be determined.
For example, in Fig. 2.6, L, through L, all contain three junction

areas. The end points of the six line segments are (¥, V,)
respectively, where i=1,2,...,6. However, if L, is processed last, it
may be divided into three line segments whose end points are
(Vyy,JR), (JR, JR,) and (JPR,, V,,) due to the previously
determined intervening junction points JP, and JP,. Therefore,

three vectorized line segments, instead of one, may be required to
represent L, .
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Fig. 2.6  The end points of the L,, L, ..., L, are (V,,.V;,),

where =12,..,6. L, is divided into three line

segments, if processed last.

An experimental study comparing the performance of MicC
apprqaéh with that of a conventional thinning method is performed
in the next chapter. The results show that -our approach is
computation efficient, robust, and may render optimal multi-pixel-
width vectorized line and curve representation at user’s discretion.

3. Experimental Study

In this section, engineering blueprints, frechand drawings
and a flowchart diagram are used as test raster images to compare
the performance between the proposed MIC algorithm and a
chosen conventional thinning method by Chen [5]. The major
components present in these test images are lines with different
width, along with some curve segments to show the versatility and
feasibility of the MIC approach.

Three sets of different image sources are considered. The
water faucet design is scanned first at 480 d.p.i resolution as
shown in Fig. 3.1 (a). The scanned line image is mainly composed
of lines and curves with different width, and contains jagged edges
and scattered noises. Fig. 3.1 (b) shows the raster image after
thinning operation. The vectorization result employing only
straight line segments by using the MIC algorithm is shown in Fig.
3.1 (c). The MIC vectorization results by incorporating Bézier
curve representation is displayed in Fig. 3.1 (d). It is obvious the
resulting skeleton in Fig. 3.1 (b) is highly susceptible to the
influence of noise. Isolated noise points and spurious junction
points make further merging of short branches and noise removal
heuristically a necessity. Moreover, the original line drawing with
varied line width has been uniformly reduced to unit-pixel-width
line segment to facilitate the later segmentation and association
stages. These latter processes may have to merge short branches,
prune junction points, and delete isolated noises due to loss of
useful information cues removed by the thinning process. Also, the
thinning operation is very time-consuming even for a medium-size
hardcopy in comparison with our approach.

Next comes the cramp blueprint, which contains circles with
different radius, straight line segment, dash lines, curve segmenis,
numbers and noises. Fig. 3.2 (b) is the result after thinning
operation. The line segments have been uniformly peeled down to



single-pixel width and noises remain intact. The result of applying
MIC method to another cramp design shown in Fig. 3.2(c). Instead
of reducing the raster image into a unit-pixel skeleton first, the
MIC method takes the ensemble of pixels within the line segments
collectively in deciding the final vectorization representation. In
contrast with the thinning results in Fig. 3.2(b), the MIC method is
not affected by the presence of jagged edges and noises. The
feature of the original multi-width line segment is preserved by
using our method and no further merging process is needed. Also,
the execution speed of the region-based MIC approach is much
faster than that of the Chen's pixel-based thinning algorithm. The
line segments and junction areas found are then vectorized into
CAD file format as shown in Fig. 3.2(d). Comparing Fig 3.2(b)
with Fig. 3.2(d), dpparent improvements over the number and
location of junctions, branches, and noises are reached.

4. Conclusions

Raster to vector conversion technique can be applied to a
wide range of applications such as optical character recognition,
engineering drawings and architectural blueprints vectorization. A
line drawing analysis must segment the line segments from the
Junction areas, effectively associate the line component through
common junction areas and construct their spatial relationships.

In this paper, a maximal inscribing circle concept is used to
derive the direction and line width of the line segment. An iterative
procedure is developed to identify the slope of each line segments,
put in the ‘correct label, and unify the line segments through
common junction area. After associating different line segments
through comumon junction areas, a vectorized representation can be
obtained. Two short line segments are merged into one Bézier
curve by taking the endpoints of each line segment as the control
points in the Bézier representation. The intersection point of the
connected line segments is counted as two control points instead of
one.

The conventional thinning algorithms often suffered the
pitfalls of spurious junction points that are crucial features to
derive. The liability of the shape of the skeleton resulting from
multiple fork points connected through several short branches will
impede the following recognition stage. Furthermore, different
thinning algorithms will lead to different results and are very
sensitive to the presence of noise. In contract with our approach,
the thinning methods strip down the useful pixels to obtain one-
pixel-width skeleton. This width reduction procedure may result in
a loss of information and impede the correctness of the following
recognition stage. In our approach, no further processing procedure
is required to prune the short branches and merge spurious
junction points.
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3 1 2
Fig. 3.1(a) Scanned raster image(Original size 18cm X 12cm).

ER l
'Fig. 3.1(c) Vectorized graph employing line fitting only.

31 2
Fig. 3.1(d) Vectorized graph incorporated both line and curve fitdng.
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Fig. 3.2(a)_ Scanned raster image(Original size 12cm X 13cm) .

Eig. 3.2(c) Vectorized graph employing line fitting only.

Fig. 3.2(b) Raster image after thinning operation.
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curve fiting.

Fig, 3.2(d) Vectorized graph incorporates line and



