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Abstract
Another hashing function for
letter-oriented  keywords based  vowel-letter

addressing mode is proposed in this paper. Our
proposal could process a large number of keywords
up to thousands in efficiency. A set of particular
keywords is mechanically transformed into a hashing
table in terms of the sets of offset and constant
number associated with the extracted letters within
the keywords. Having setup the hashing table, the
retrieval for a query keyword could be immediately
executed through a modular operation using a
key-pair comprising of an extracted letter and a
specific number featured from the keyword. The
manipulated times in average to address an exact
keyword is notably |less than that of [8] over the result
of experiments. Moreover, not only the total mount of
keywords processed in our scheme is more large than
some other literatures, but also the collisions
occurring among the keywords mapping are
reduced under our proposed algorithms.

Keywords Perfect Hashing function,
letter-oriented, collision, dataretrieval

1. Introduction

A fast searching to a set of particular
keywords is an important issue in now electronic
data processing era. The most efficient technique
adopted to carry out the scenario is the hashing
function. A hashing function is an arithmetic
operation that directly maps the keywords into the
array indices associated with their storage space. In
this manner, the data searching could be quickly
executed. The applications of hashing are usually
seen on the keywords searching in database,
the common words filtering in natural language
and the keywords search engine on WWW web site
of Internet and etc. However, there will probably be a
situation happening that an available storage spaceis
occupied by more than two keywords if either the
storage space is not enough or the hashing functionis
not well-defined. This is so-called a coallision in
this case. To solve the problem of collisions among
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the keywords mapping, a perfect hashing function in
which the * one-to-one’ mapping is performed from
the keyword set to the range of storage location is
proposed. In general, the perfect hashing function is
not difficult to find if the mapping storage space is
rather sufficient. Whereas, the loading factor in
performing perfect hashing might become small if
most spaces are remained to be empty. Therefore, a
kind of hashing, say minima perfect hashing
function (MPHF), is more worth to be
explored to compact the utilization of memory space.
In MPHF the keywords are mapped into
its corresponding addresses with the both relations of
‘one-to-one’ and ‘ onto’ without losing any memory
location. Consequently, the explorations of MPHF
thus become the keen research to realize the fast
searching on avariety of applications.

Recall the researches of MPHF, there have
been found in [1-7] to optimize the usage of storage
space. In Cichdli [2], the hashing function as
h(k)=length(k) + value(the first letter of k)
+value(the last letter of k ) for a keyword k is
proposed. The method is executed by heuristic
manner and a table for the
associated letter-oriented is built. Nevertheless, this
work is not suitable for many non-trivial sets of keys.
The MPHF in [5] is then presented, in which the
hashing function is expressed as h(k)=&C/(Dk+E)
mod n, where the parameters CD and E
are computed by the designed algorithms and k is
obtained from the processed keywords set. Next,
Chang [1] proposed a method to translate the
associated keywords into a constant C based upon the
Chinese  remainder  theorem (CRT). The
letter-selection keyword considered in Chang' s
method is retrieved by performing only a modular
operation, but the retrieval of a keywords set is
limited in a smaller set. In 1992, some researchers
proposed multiple-function  hashing  schemes
defined as h(key)=(g(f.(key))+g(fkey))) mod N [3]
and h(key)= (fo(key)+ (g(f.(key))+g(f(key))) mod N to
address an exact location for aquery key, where fy, f;,
f, are functions that map strings into integers, andg is
an integer function. Both the schemes they
proposed in [3,4] were to take into account the whole



string of keyword as key feature in the design of
MPHF. In recent study, Wang et al. [8] proposed a
displacement addressing method on keywords
hashing. In their method, the keywords set need to be
divided into several subsets of adequate size to
remain its performance of decent hashing timeswhen
the keywords set is larger. Accordingly, we develop a
new MPHF to address the keywords locations in
efficiency in this paper to avoid the set segmentations
with proper size beforehand. Furthermore, the
amount of processed keywords in our scheme is more
than that of [8] and the hashing times in average is
even lower than the execution in [8] over the
experiment show.

The rest sections are organized as follows. Sec.
2 describes our efficient vowel-oriented MPHF. Then
an example of more keywords is
illustrated and a comparative experiment for
thousands of keywords is shown in Sec 3. Finally,
the conclusions are given in Sec. 4.

2. A Vowe-oriented Retrieval Scheme on MPHF
Searching

Without loss generality, each
keyword considered in our schemeis assumed to be a
non-trivial string of charactersin English. The MPHF
explored in our scheme is a way that features a
key-pair of (EL, SN) in a keyword, where EL isa
letter extracted from the heading letter and SN is a
specific number computed from the distribution of
the vowel-letters and the last consonant-letter within
the keyword. These key-pairs, afterwards, are
grouped into a table, named group table, in lexical
ordering of the EL’s. The second components SN's of
key-pairs in each group would be then gathered into
a representative constant. Meanwhile, the offset
number of EL in each group is required to be
recorded in order to efficiently utilize the storage
space. Eventually, an addressing hashing table is
thus constructed in terms of the sets of offset
and representative constant.

In the following, a simple example using
reserved words in PASCAL isintroduced to illustrate
the group table generation during hashing process so
as to facilitate readers to understand our
proposed algorithms later. First of al, we define the
|etter-to-number translation relations, R, and R, for
the vowel-letter and consonant-letter in English,
respectively. The set of vowel-letters { A E,I,0,U} is
then translated to a set of a sequence of numbers as
{ R (A)=0,R (E)=1, R (1)=2, R(0)=3, R, (U)=4}.
Follow this principle, the set of consonant-letter
{B,C,....Y, 2 is aso mapped to a numerical set of
{R(B)=2, R(C)=3, ... R(Y)=25, R(2)=26}, where
R(‘ vowel-letter’ ) is undefined. Second, the key-pair
of (EL, SN) is characterized from each keyword.
Third, group the keywords set in lexical ordering of
the heading letter EL’s of the processed keywords.
Subsequently, consider a reserved word “ PACKED”
in PASCAL, for instance, in which the letter-vowels

and the last consonant as ‘A, ‘E and ‘D are
posted at locations 2, 5 and 6. For the three letters,
which could be encoded into an initial number IN=
205164 of esulting from the concatenation of the
three pairs of (L,R(L))s =(2,0), (5,1), (6,4), where L
denote the position number of placing a letter
numerated from left-to-right starting at 1 on the
processed keyword and R(-) is the letter-to-number
trandation relation for L. Furthermore, in order
to conduct the specific number SN, a modulus of
prime 29 is chosen to gain SN=IN mod 29=205164
mod 29=18. A par of (EL,SN)= (P,18)
associated with “PACKED” is therefore featured.
Similarly, we could obtain the other key-pairs such as
(B,23) for “BEGIN” and (E,=3) for “END”.
Eventually, group al key-pairs (EL, SN)s
associated the reserved words in PASCAL in the
lexical ordering of theEL’s The group table isthen
shown as Table 1 below.

Observe the Table 1, we find out that the two
keywords, “THEN” and “TO" in ‘T'-head group
generate the same specific number SN=7, i.e
they could not to be distinguished in a hashing
process. Therefore, a cyclic extraction process that
generates next key-pair of (EL, SN) for the
two collided words is needed to be launched until all
keywords could be completely recognized. In our
scheme, the next key-pairs of (EL,SN)s=(0,13),
(H,19) are capable of being featured by the rest
keywords“ O” and “HEN", respectively resulted from
removing the head-letter of the original words. The
two words collided to each other in‘ T'-head group in
the first hashing would be further subdivided into a
subgroup of ‘O’-head and a subgroup of
‘ H'-head within the area of * T'-head group for next
hashing use. In conclusion, the work to thoroughly
distinguish all key-pairs for the reserved words in
PASCAL isdone.

In order to further form the addressing hashing
table, the CRT is employed to generate the
representative constant planted inside the table for
later keyword retrieval use. The application for CRT
to generate the constant is now shown as follows:

Theorem 1 (Chinese remainder theorem)
Letrifo,....... rpbe integers. There exists an integer C
such that r;=C (mod p,), r.=C (mod p), ..., and I,
=C (mod py), if pi and p; are relatively prime for all
il

Theorem 2 Let p; and p; be relatively prime number,
where it j and 1£ij£n. Let p<p.<...<p, Then
A
C = é inzl(biM i)ymod O p, be the smallest
i=1

positive integer such that

C°i(mod pi)ifMi:Ojlipj and by
satisfies the congruence M; 3 © 1(mod p, ).

According to the Theorem 1 and 2 mentioned above,
the numbersp;'sare required to be relatively prime to



each other so as to construct a constant satisfying
the congruence relations. Therefore, a prime
translation table shown in Table 2 is built to
guarantee the p;s conditionsin CRT.

To fit for our scheme, the expression of

CO2i(mod p )in Theorem 2 is required to be
adjusted as

RC © i (mod p(SN;,))
(1) As aresult, the generation for RC is changed as
theform

RC = a tf(“) p(a\l)ﬂ modo p(SN)) .

i=1

(@where O D(SN )k 1(m0d P(SN;))-

ji
Come after the distinct key-pair (EL, SN)’s
featured from the particular keywords, the RC
is constructed by CRT mentioned above. Then an
addressing hashing table is built instead of the
particular set of keywords for retrieval use. On the
way of retrieval of akeyword, the MPHF is set asthe
expression:;

H(EL,SN)=Q(EL)+(RC(EL) ~ mod  p(SN)),
(3)where the numbers O;'s and RCt's for t31 are key
parameters to address each keyword.

The details to generate the addressing hashing
table are summarized the following algorithms.

Algorithm 1: The basic group divisions that
associate with the heading letter HEL'sin the
particular keywords set.

Input: A set of particular keywords with the heading

letter HEL'’s, say PKS.

Output: The sets of non-integers of offset O's
and representative constant RC ’'s that
associate withHEL's in ahashingt=1.

Step 1: Set the hashing time t=1, and group all the
input  keywords denoted by GY,
GY,..GY...., G with their heading letter
HEL; in lexical ordering.

Step 2. Compute the initial number IN for each

processed keyword, where IN
= concatenating the pairs of (L,R(L)) for all
the vowel-letters and the
last consonant-letter within a

processed keyword. The components L's
and R(L)'s have been defined on the
previous paragraph.

Step 3:Conpute the specific number SN for the
processed keyword as SN=IN mod 29.

Step 4: Compare all the SN's in the HEL;-head group.
Mark the keywords in which the generating
key-pairs  (EL;, SN)’'s  have the
same component SN, where EL; = HEL;.

Step 5: Trandate al the SN's for each group to
their corresponding primes p(SN)’s by using
Table2.

Step 6: Construct a representative constant for all
keywords for HEL;-head group by (2),
where the formula in (1) would be
modified into two parts containing

RC(EL ) ° O(mod p(SN)) for the
p(SN)'s generated from marked keywords
and RC(EL) ° i (mod p(SN)),i21 for

the unmark keywords with their

associated p(SN)’s.
Step 7: Count the total number of all unmark
keywords in HEL;-head group

Then compute G(EL;) as O(EL;)= a |G t>|

where |G| denotes the cardinality of a group
set containing unmark keywords.

Step 8 Compute T= § (IR
=1

Step 9: Set t=t+1 and cut off the first letter HEL of
the  marked keywords  in each
HEL-head group to be a new
processed keywords set, say HEL-NPKSY.

Step 10: Numerate the HEL-NPKSY sets as NPKS,",

NPKSY, ..., NPKSY, where s = the total
amount of the HEL-NPKS® sets,

Step 11: Output the sets containing the non-negative
integers offset O,(EL;)’ sand RC,((EL;)' s.

Algorithm 2: The construction of an addressing

hashing table.

Input: The set HEL-NPKS"Y in the HEL-head group.

Output: The sets of non-integers of offset O's
and representative constant RC;  that
associate with the extracted letter EL
generated in hashing t3 2.

Step 1: Group the HEL-NPKS® with their head-letter
in lexical ordering denoted by SGug 1Y,
SGre 2., SGHELJ(), G P for 32
and extract EL; from the headletter of
processed keyword in G ¢ i

Step2: Compute the initia number IN for
HEL-NPKS" in Step 2 of Algorithm 1.

Step 3: Compute the specific number SN as SN=IN
mod 29.

Step 4. Compare al SN'sin the EL;j-head subgroup.
Mark the keywords in which the
associated key-pairs have with the same SN.

Step 5: Trandlate all SN's to their corresponding
primes p(SN)’susing Table 2.

Step 6: Construct a representative constant for
EL;-head group in Step 6 of Algorithm 1.

Step 7: Let HEL-NPKS" be the i set among the all
NPKS"Y sets, 1£i£s. Count the total number
of al unmark keywords in
EL;-head subgroup. Then O(EL;)
is computed as



t-1 i-1 r
o o o t
oE=aT¥+ A& al|sei,
y= NPKS, 4" y=1
+ Lt ,
a|ss &,

NPKS
y=1

(4)where |SG| denotes the cardinality of a
subgroup of keywords set.

. t)_ S r
Step 8 ComputeT( = a é |SG &t%w|

NPKS ., y=1

Step 9: Set t=t+1. Cut off the first letter ELJ- of the

marked keywords in  the each
ELj-head subgroup to be a new
processed keywords HEL-NPKSY.

Step 10: Numerate the HEL-NPKS" sets as NPKS,",
NPKSY, ..., NPKSY, where s = the total
amount of the HEL-NPKS™" sets.

Step 11:. Go to Step 1 to reiterate until all
HEL-NPKSY= .

Step 12: Output O's and RC; s associated with the
extracted letter EL; for t3 2.

After executing Algorithm 1 and 2, an
addressing hashing table is constructed in terms of
the sets of O/'s and RC;'sfor for t3 1. Next, continue
to consider the reserved words in PASCAL again to
illustrate the setup of the addressing hashing table
according to the proposed algorithms. Inspect The
‘F-head group of {FOR, FUNCTION, FILE}, for
instance, following the Algorithm 1 the key-pair of
(EL, SN)’s are first featured as { (F,2), (F,14),(F,18)}.
A representative constant RC; is
then constructed based on the CRT satisfying
the congruence relations as

RC1 (F)= 1 (modp(2)),
RC; (F)=2 (modp(14)),
RC; (F)=3 mod(p(18)),

where p(-) is a prime translation shown in Table 2.

Consequently, RC; (F)=1894 is summed up by using

(2). Besides, Oy(F) is filled with 10 in the hashing

table since it is counted from the total number of

distinct key-pairs from the ‘A’-head group to

‘E-head group. Then look at the marked keywords

“THEN" and “TQO" in the first hashing. Due to the

(EL, SN)’s are the same, the second hashing process

is thus launched inside the ‘T'- head group.

According to the Algorithm 2, RCy(H)=108

and RC,(0)=42 are generated, respectively for the

rest keywords “HEN” and “O” when the first letter

‘T’ iscut off from the original keywords. Meanwhile,

the offset O,(H)=31 +0=31 and O,(0)=31+1=32 are

also counted out. Lastly, the addressing hashing for
reserved wordsin PASCAL is shown in the following

Table 3.

Having set the hashing table, the retrieval algorithm

to address a query keyword is presented as follows:

Algorithm 3: Addressing an input keyword
Input: A query keyword K with heading letter HEL
Output: The address of K translated from the

addressing hashing table
Step 1: Set the hashing time t=1.
Step 2: Feature akey-pair (EL, SN) in
HEL-head group for K by using
the Step 2 and 3 of the Algorithm 1,
where the first component EL isthe
head-letter of the processed keyword.
Step 3: Determine the computation as
D=RC(EL) mod p(SN),
IF D' 0 THEN
perform the Equation (3) in HEL-head group
and goto Step 4
ELSE
set t=t+1 and cut off the first |etter of the
processed keyword to be anew keyword, then go to
Step 2 to feature next key-pair (EL, SN).
Setp 4: Output the mapping address of K,
resulted from H;(EL,SN).

3. Experimentsand Discussions

In this Sec., we further show an example with

more keywords of VAL containing 59 reserved words
to demonstrate our approach.
Example 3.1. Consider the 59 reserved words in
VAL. Through the Algorithm 1 in our scheme, a
group table, Table 4, is generated as shown in the
following.

In Table 4, There two groups which exist the
same key-pairs have been found in * N’-head group
and ‘ T'-head group, respectively. The RC; (T) in
‘ T'-letter group, for instance, is generated as the form
as

RCy (T) =1 (mod p(4)),

RCy (T) =0 (mod p(7)),

RCy (T) =0 (mod p(20)),
such that RC; (T) =6035 and then to be stored into
the addressing hashing table. Examine the
marked keywords “TAG", “THEN”, “TRUE",
“TYPE” that need to be reprocessed by the Algorithm
2. Afterwards, the four marked keywords are further
subdivided into four subgroups, cited by
‘A'-head subgroup, ‘H’ -head subgroup,
“R"-subgroup and “Y"” -subgroup, inside the area of
‘T-head group of hashing table. Subsequently, the
offsets and representative constants as O,(A)=55,
RC,(A)=80, O, (H)=56, RC,(H)=38, 0,(R)=57,
RC,(R)=68 and 0x(Y)=58, RC,(Y)=38
associated with the four reprocessed keywords
are  computed. Ultimately, the  hashing
table construction is stopped on the second process
since al the 59 keywords have been come out 59
distinct key-pairs within the two hashing processes.
To address the validation of hashing table, consider
the keyword “TRUE” now, then the Algorithm 3 is
launched. The first key-pair (T,20) is featured, then
the Oy(T) and RCy(T) are revealed to compute the
D=6035 mod p(20)=0. Clearly, it is necessary to enter
the second hashing process since D=0. Hence the
second key-pair (R,19) of ‘ R -head subgroup inside
the* T'-head group is obtained again. Compute D= 68



mod p(19)=1, so that Hy(R,19)=0y(R)+D=57+1=58
in (3) is evaluated , which is the address of “TRUE”.
The whole hashing table for reserved words in VAL
isshown as Table 5 below.

Compare to Wang et al.” s scheme [8] in which
the cyclic letter-oriented based on the displacement
addressing technique was proposed. Although a
rather large amount keywords could be processed in
their scheme, but the keywords need to divide an
adequate size of keywords set in order to reduce the
hashing times in querying a keyword. The reason is
that al the collision keywords in each hashing
process are gathered together to regenerate next
key-pairs and then refilled into the hashing table in
terms of non-negative integers. The manipulation for
the rehashed keywords is too complicated so that the
processed keywords are required to be
divided beforehand. While in our scheme, not only
the division for a larger keywords set is released, but
aso the less hashing times is ganed, as
observed from the result of the experiment show.
That is to say, thousands of keywords could be
directly translated into an addressing hashing table.
Without loss the generdity, the stored integer in
hashing table is still large, but the most large integer
happening in our scheme is limited a vaue of

6 p(i) where p(i) is derived from the Table 2. In
i=0

practice, these digit numbers were usually stored in
the form of character-string to avoid the truncation
errors in data storage and then
segmentalized  systematically to achieve the
arithmetic operation. Accordingly, the implement of
the number-store hashing table is viable in real
applications. In our scheme, we further perform an
experiment in  which there ae two
thousands commonly used keywords in an ordinary
diction of English to illustrate the validity of our
algorithms. The experiment shown in Fig 1
apparently explains that the hashing times is
proportional to the set of keywords and the curve
plotted in our scheme is lower than the curve shown
in [8]. However, each keyword in our experiment is
uniformly distributed between 2 and 20 in length.
Having set up the hashing table, a simple arithmetic
modular operation is required when a keyword query
requests. Although the keywords set increase
dramatically, the hashing times are still kept growth
slowly, as observed from Fig. 1. Therefore, our
scheme indeed speeds up the searching time of a
hashing keyword and improves the performance of
algorithms proposed in [8] on more large keywords
set.

4. Conclusions

In this paper, we have proposed a new
minimal perfect hashing function to mplement the
fast letter-oriented string searching. A key-pair of

(EL,SN) is uniquely featured from each particular
keyword during the hashing processes. Eventually,
the hashing table in which two set of offsets
and representative constants are planted for
addressing the keyword is built to utilize in later
retrieval of a query keyword. The area of each
heading letter group is further divided into various
subgroups to accommodate the marked keywords
associated with the same the key-pair in the hashing
table construction. Afterwards, each
marked keyword appearing in the same heading letter
group is cyclically cut off the heading letter of the
rest keyword itself to gain a new key-pair for
rehashing use. Consequently, our
scheme could process a larger amount of keywords
up to thousands. It” s also apparently observed that the
hashing times executed in average is notably less
than that of [8] over the result of experiment. Besides,
the key-pair featured on each keyword in our scheme
is gained by the strategy of cyclic extraction for the
letter-oriented keyword so that the intractable
letter-selection on keyword in some other literatures
is avoided. In conclusion, a fast searching using
MPHF for a large set of keywords is efficiently
achieved in our scheme.
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Fig.1. The experiment shows the hashing times in average between our scheme and Wang et al.” s scheme.



