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Binary Quantization of Color Table Images for Document Analysis
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Abstract

Tuble processing is a subdomain of document analysis
technology. Earlier researches are all based on the
assumption  that  duta is  presented in  the
white-hackgroundhlack-text (WB/BT) binary tvpe. In
this paper we propose u method for transforming
color tables into binary format to facilitate subsequent
processing.
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1. Introduction

Many works concerning document image processing
have been reported during the latest decade. This
research field has involved a great number of studies
because there is more and more urgent requisite to
transform volumes of paper-based documents into a
digitized format. A digitized document has many
advantages over a paper-based one. For example, a
digitized document needs much less space to store
than a paper-based document; a digitized document
can also be retrieved and reproduced in a more
efficient and economical way. A -more significant
strength of digitized documents is that they can be
conveved by networks and this fact makes them gain
more special appreciation in the modern applications.
However. to give computers an ability to recognize
“paper-based documents is a challenging task. A
number of prototype systems dedicated to some
specific domain have been explored in recent years. A
category of them concentrated on dealing with table
of form images [1-10]. To simplify the task. all the
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Fig. 1. Color tables presented in Chinese magazines.
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Fig. 2. Table images obtained by scanning the color
tables shown in Fig. 1 using the binary mode.

proposed techniques have made a prior assumption
that the input table or form images are in the
white-background/black-text (WB/BT) binary format.
Although this condition is commonly held for
monochrome tables. it is not always true for the color
tables appearing frequently in today's magazines and
newspapers (see Fig. 1 for example). Hence, if we
want to employ these existing techniques to process
color tables, the color table must be quantized into the
WB BT type first. A simple method of doing that is to
directly scan the color table using the binary format.

p-21

The table images showan in Fig. 2 are obtained in this
way. It can be seen that the results are not satisfving
because some text has been smeared seriousiy in these
images and therefore a considerable piece of
information has been lost. To avoid this problem. a
more sophisticated method is required to achieve this
task. We present in this paper an approach toward this
end.

2. Proposed approach for binarizing color table
images

In a color table, table cells can be of any color and so
can the characters in the table cells. Hence. we can not
make any « priori assumption on the colors of
characters and the table cells. However, it we want to
directly detect the colors of characters or table cells on
the color image, the computational complexity will be
relatively high because there can be 16 million colors
in a true-color image (this is the image format used in
our study). In this paper. we propose an efficient
method for solving such a problem. We first use a
color edge detection technique to find out edges in the
color table image. For each pixel with coordinates (i.
1) its gradients on the R, G. and B color bands are
computed. respectively, using the Sobel operators
[11]. For instance. the gradient at pixel p(i. j) on the R
color band is computed by the following tormula

) G,
Vifx = Gu
where

Gro=prli+ 1= D) +2pp+ 1. ) +prti+1.j-1)
—prli—=1j=1)=2ppli—=1.j)=ppti=1.7+1).

G, =prli+1j+ D) +2pp(ij+ )y +peti-1.j+1)
=prli+ 1 =) =2pplij~)y—ppi-1.j-"1).

The gradients at pixel p(i, j) on G and B color bands
(i.e.. Vfi; and Vify;) can also be computed in a similar
manner. Since edges in color images appear at the
points where R. G, and B color values have abrupt
transitions, the edge strength of each pixel can be
evaluated by

edge strength = [Vfie| + |V/i| + [V/i] -

Then, the pixels with high edge strength will be
regarded as the edge points. During processing, the
result is written into-a new binary image: edge points
are represented by | (as white) and non-edge points
are represented by O (as black). Fig. 3 shows the
binary edge image of the table image shown in Fig.

1(a).
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Fig. 3. Binary edge image of Fig. [(a).

From the viewpoint of a reader. no matter how a
color table is organized, the table background and
data cells are both meaning just background parts in
contrast to the foreground characters and line
structures. Thus, if we can identify these background
areas in the table image. then a WB/BT version of the
table image can be obtained by resetting all the pixels
belonging to the background areas to white and other
pixels to black. Examining carefully the binary edge
image shown in Fig. 3, we can see that the black
regions in the image are just the background areas in
addition to some small fragments within characters.
To pick out the desired background areas, we first use
a connected component labeling algorithm to locate
all the black regions in the binary edge image. During
the labeling procedure, the location, color, and pixel
count of each black region are memorized. The
location of a black region is represented by a
bounding rectangle that encloses it. The color of a
black region is represented by the color of the
corresponding region in the original table image. The
pixel count of a black region is the total number of
pixels belonging to the region.

After the black regions on the binary edge image
are extracted. we then make a pixel count histogram
of them, as illustrated in Fig. 4. It can be seen that
these black regions clustered distincily into two
groups in the pixel count histogram. Those regions
with pixel count fewer than 1000 gathered as class
one while the regions with pixel count more than
15000 gathered as class two. By tracing the locations
of the black regions of class one, we found that-they
are just the small fragments within characters; on the
other hand. the black regions of class two are the

background areas. This is not just a special situation in -

this illustrative case. In fact, after examining over
twenty different table images, we realized that the
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Fig. 4. Pixel count histogram of the black regions
extracted from Fig. 3.

pixel counts of the small fragments within characters
are always much fewer than the pixel counts of the
background regions in a table image. According to
this practice. the background areas can be
distinguished from all the extracted regions by using
only a filter for the pixel count. To determine a proper
threshold value for filtering off the spurious fragments
within characters. we initially scan the pixel count
histogram within the range of 0 to 10000 to find the
longest valley in this range. Suppose that the located
valley starts from s and ends at #. Then the threshold
value is chosen to be (s+)/2. Once the background
areas are identified, a WB/BT tormat of the color
table image can be obtained by converting all the
pixels belonging to the background areas to white and
other pixels to black. As all the extracted background
regions have been specified by respective bounding
rectangles and their colors are also recognized, this
pixel type conversion can “be conveniently achieved
by sequentially examining each pixel within the
bounding rectangles to see if its color is close to the
background color. Those pixels with nearly
background color are considered as background parts
and hence are reset to white while other pixels are
reset to black as foreground components. When this
conversion finishes, the resulting image is just the
desired result. ‘

3. Experimental results and discussion

The proposed approach was implemented and tested
on a Pentium/200 PC. Fig. 5 illustrates the processing
results of the table images shown in Fig. 1. As can be
seen, these table images are successfully converted
into the WB/BT binary format. The quality ot the
resulting images are also far better than those obtained
through directly scanning the tables using the binary
mode, as shown in Fig. 2. Fig. 6 is a table image
scanned in a skew type, together with its processing
result. This case demonstrates that our approach still
work well even if the table image is severely skewed.
To sum up, since the proposed approach does not
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Fig. 5. Processing results of the table images shown
in Fig. 1.

make any prior assumption on the color style and
lavout of the table images. it can be used to transform
 a wide fashion of color tables into the WB/BT binary
format for further table recognition, and its
practicability has been proved by test on over twenty
different color table images.
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Fig. 6. (a) skewed table image: (b) processing result.
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