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Abstract –This paper presents a cascaded broadcast scheme 
for test data compression. The basic idea is to conduct a dif-
ferent number of broadcasts in a cumulative way to load each 
test pattern into scan chains.  The broadcast scope can be dy-
namically reduced as a result of the compatibility analysis 
among scan chains so that broadcasts can proceed efficiently 
and each scan chain is guaranteed to receive correct test data. 
Compared with similar works using broadcasting scheme, this 
method is very simple and effective. Experimental results for 
the ISCAS’89 benchmark circuits have demonstrated that a 
significant compression effect can be achieved at the cost of a 
limited amount of selection signals and low hardware overhead.   
  

Keywords- automated test equipment (ATE); pattern 
run-length; circuit under test (CUT); test data compression. 

 

I. INTRODUCTION 
Modern System-On-a-Chip (SOC) designs have com-

bined several cores on a single chip, in which over millions of 
transistors are used. To detect the increasing number of faults, 
a large amount of test vector is required, which has seriously 
impacted the test cost owing to the prolonged testing time 
and the exceeding memory cost. Test data volume is now 
recognized as a major contributor to the cost of testing in the 
process of manufacturing integrated circuits [1-4]. Many 
researches have been proposed to reduce test data volume to 
improve the efficiency between the automatic test equipment 
(ATE) and SOC. Test data compression is a popularly-used 
method that condenses pre-computed test set into in a smaller 
size and stored in ATE memory. Compressed data is then 
transferred through test channels to SOC, decompressed 
losslessly by the on-chip decoder and sequentially scanned in 
through scan chain during the circuit test. The output re-
sponse, on the other hand, can use lossy compaction tech-
nique with little effect on fault coverage [5]. Many studies 
have focused on this topic, such as Nine codewords (9C) [6], 
Variable-length Input Huffman Coding (VIHC) [7], Selec-
tive Huffman Coding (SHC) [8], Optimal selective Huffman 
Coding [9], Golomb Coding [10], Alternating Run-length 
Coding (ARL) [11], Frequency-Directed Run-length Coding 
(FDR) [12], Extended Frequency-Directed Run-length 
(EFDR) [13], Pattern Run-length Coding (PRL) [14], Dic-
tionary Coding [15], RL-Huffman Encoding (RL-HC) [16], 
Block Merging (BM) [17], Multi-layer Data Copy (MDC) 

[18], SAS [19],UMC Scan [20] and so on. Although, these 
encoding methods could save the test data storage effec-
tively, an extra cost of hardware is required for test data 
decompression. 

Another solution popularly used for reducing test data 
volume and test application time is BIST (built-in self-test). 
In BIST, test patterns are randomly generated by li-
near-feedback shift-register (LFSR) using a smaller size of 
test data called seeds for on-chip testing. Although this 
technique can reduce test data storage significantly, it loses 
efficiency in testing some random pattern resistant (RPR) 
faults. In [15, 21], the Hybrid BIST method is proposed to 
solve this problem where deterministic test patterns for de-
tecting RPR faults are stored and the BIST architecture is 
used for detection of easy-to-detect faults. Besides, some 
other techniques such as reseeding [22-23] and weight ran-
dom pattern testing [24]are also proposed to solve this 
problem. In [25], the two-dimensional (space/time) com-
pression method (S/TC) is proposed to reduce test data vo-
lume and test application time for testing intellectual prop-
erty (IP) cores. However, hardware overhead remains high. 
In [26], a tree-like architecture is proposed where the com-
patibility of test data among columns in a test set and the 
correlation among scan cells in the scan chain are analyzed to 
reduce test data volume and number of clock cycles during 
the scan in/out of test data. Although efficiency is signifi-
cantly improved using some XORs, it may cause a high 
hardware overhead and an aliasing problem. Similarly, in 
[27], the authors explore the compatibility among scan cells 
and propose a tree-based architecture of scan path for the 
reduction of test application time and test data volume. To 
reduce the test cost for multiple cores in SOC, the authors in 
[28] proposed an approach of concurrent core test, which 
efficiently condenses a large amount of test data in a much 
smaller shared set and employs on-chip scan chain disabling 
signal to active only a portion of scan chains during testing.  

The broadcast-scan-based scheme is also very efficient in 
compressing test data where compatible scan chains can 
share the same data through broadcasting. Lee, Chen and 
Huang first explored the broadcasting idea in [29]. Then, this 
idea was implemented into Illinois scan by Jamzaoglu and 
Patel in [30]. However, an inefficiency problem is induced 
due to conflicts among scan chains. Many research works 
have been proposed to solve this problem. Recently, the 
multicasting scheme is proposed in [19, 31] in which large 

557

cdclab
打字機
978-1-4244-7638-1/10/$26.00 ©2010 IEEE



 

amounts of control codes are used to select a limited number 
of compatible scan chains for the later data broadcasting. The 
authors in [20] further propose a universal-multicasting-scan 
(UMC) architecture to maximize the freedom of multicasting 
scheme and reduce the large amount of control bits. Although 
effective, the drawback appears in the excessive amount of 
control bits and the complex control logic in selecting com-
patible scan chains for broadcast. Especially, for broadcast-
ing each test pattern, the algorithm of searching minimum 
number of max-cliques implied the in-negligible testing time 
and the difficulty in obtaining an optimal solution.     

In this paper, we propose a cascaded broadcast scheme for 
test data compression. The basic idea is to repeatedly 
broadcast test data to compatible scan chains with a dynam-
ically reduced scope according to the compatibility analysis. 
This method requires only a very limited amount of selection 
signals and low hardware overhead. Moreover, to correctly 
scan-in each test pattern, the decision method in selecting 
compatible scan chains is very simple and easy to implement. 
The rest of this paper is organized as follows: Section II 
presents the proposed method. A simple example is given to 
illustrate the entire design flow. Section III reports the expe-
rimental results. Finally, we conclude this paper in Section 
IV. 

 

II. PROPOSED METHOD 
This method presents a cascaded broadcast scheme to 

transmit test data via a single test channel of ATE to multiple 
scan chains. Scan chains can share the same test data if they 
are compatible. Two scan chains are recognized as compati-
ble if every bit pair at the same position has the same value or 
any of them is a don’t-care. Otherwise they are incompatible. 
Given a test pattern p with r as the pattern length, we first 
evenly partition it into n sub-patterns. Each sub-pattern cor-
responds to a scan chain. If all scan chains are compatible. 
Test pattern p can be scanned-in by broadcasting the com-
pressed test data v to n scan chains. Since v is 1/n shorter than 
r, test data can be compressed n times. In this method, we 
first assume that all scan chains are compatible and broadcast 
test data to all scan chains. If scan chain i is incompatible 
with all the previous i-1 scan chains, another broadcast from i 
to n is needed. In this way, test data in the scan chain i can be 
corrected. Note that, in this time, all scan chains from i to n 
are assumed compatible. The above procedure repeats until 
all scan chains have received correct test data.  Obviously, a 
different test pattern may need a different broadcast plan and 
the required number of broadcasts can be different; it can be 
as small as 1, if all scan chains are compatible, and as big as n, 
if all are incompatible. The required number of broadcasts is 
different if scan chains are ordered differently. We will illu-
strate it by a simple example. In Fig. 1(a), 4 scan chains are 
used (n=4) and the original test data of each scan chain are 
presented on the left respectively. Since scan chains (1, 2), (2, 
3) and (3, 4) are incompatible, a broadcast of test data 001 to 
all scan chains is first conducted. Next, to adjust test data of 
scan chain 2 from 001 to 100, a second broadcast is con-
ducted to scan chains 2, 3 and 4. In the third step, scan chain 3 

is adjusted by broadcasting 100 to both scan chain 3 and scan 
chain 4. In the fourth step, scan chain 4 is corrected by the 
scan-in of test data 101. Consequently, it takes a total of four 
broadcasts to scan-in test data by the proposed cascaded 
broadcast scheme and no compression is achieved. Alter-
nately, if all scan chains are properly reordered from the 
original sequence 1-2-3-4 to the sequence 1-3-2-4, as shown 
in Fig. 1 (b), only two broadcasts are required and the test 
data volume is reduced from the original 12 bits to 6 bits. As 
is demonstrated, a proper scan-chain reordering can help 
improve the broadcast efficiency in both the testing time and 
the test data volume. We will now describe the details. 

  

A. Compatibility analysis 
 
We first evenly partition a given test set into k columns 

and number them from 1 to k. Each column corresponds to a 
scan chain. Sub-patterns in scan chain j are denoted as Cj 
where j is an integer from 1 to k. To determine a scan-chain 
order for the broadcast efficiency, a compatibility graph is 
constructed to explore the compatibility among scan chains. 
In this graph, each vertex corresponds to a scan chain. For 
each vertex pair, an edge is connected with an edge weight 
denoting the compatibility between them. In this paper, 
compatibility is defined as the total number of compatible 
sub-patterns in the associated two columns. Two sub-patterns 
are recognized as compatible if they are in the same test 
pattern and, at the same time, both bits in the same position 
have the same value or any of them is a don’t-care. Hence, 
the compatibility of each vertex can be computed by sum-
ming up all the edge weights originating from it. The com-
patibility analysis can then be made among k  
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   (b) 
Figure 1.  Examples of (a) test data broadcasting. (b) Test data 

broadcasting after the scan chain reordering. 
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vertices by computing the compatibility of each of them. k 
scan chains are thus arranged from the top to the bottom in 
order of decreasing compatibilities. During the broadcasting 
of test data, the scan chain with the highest number of com-
patibilities is first considered, and a second broadcast is is-
sued once an incompatibility to the first scan chain is recog-
nized. In this way, the cascade broadcasting of test data 
proceeds until all scan chains have received correct test data. 

B. Construct the broadcast architecture  

As shown in Fig. 2, the broadcast architecture is constructed 
by scan chains arranged in order according to the compati-
bility analyses made in the previous step. The scan chain with 
the highest number of compatibilities is placed on the top and 
then the scan chain with the compatibilities next highest. In 
this way, all scan chains are placed from top to bottom in a 
decreasing order of compatibility. Each scan chain is acti-
vated by an enable/disable signal sent from a simple selection 
circuitry. This simple circuitry is composed of a 
de-multiplexer and three OR gates. If the selection signal is 
“00”, all the scan chains are enabled. If the selection signal is 
“01”, scan chains 2 ~ 4 are enabled. If the selection signal is 
“10”, scan chains 3 ~ 4 are enabled. If the select signal is 
“11”, only scan chain 4 is enabled. 

C. Decide the broadcast plan for each test pattern 

Once the broadcast architecture is constructed, a broadcast 
plan has to be made for each test pattern so that test data in 
every scan chain can be correctly scanned in. In each 
broadcast plan, the broadcast of scan-chain data follows the 
scan chain order in the broadcast architecture from the top to 
the bottom. In other words, the data of the first scan chain is 
first broadcast to all scan chains. Then, considering the  

 
Figure 2. An example architecture for the proposed broadcasting 

scheme with 4 scan chains. 
 

 
Figure. 3  An example test set.  
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Figure 4. The compatibility graph in this example. 
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Figure 5. The resulting scan chain architecture in the example. 
 
 

Table I   The broadcast plans for each test pattern. 

#p S Data #p S Data #p S Data

P1 
 

00 111X00 
P3 

00 11XXXX 
P5 

00 11011X 
10 101000 10 100XXX 11 XXXX01 
11 000001     

P2 
00 0X00XX 

P4 
00 110XX0 

P6 
00 X1X00X 

10 111000 01 000111 01 011010 
11 000000 11 10000X 11 1XXX00 

 
compatibility of the following scan chains with the first scan 
chain one by one, another scan-chain data is broadcast once 
an incompatibility occurs. Repeat the above procedure until 
the entire test pattern is correctly scanned into all scan chains. 
Note that considering the selection algorithm for compatible 
scan chains for broadcasting, the proposed broad-
cast-plan-decision algorithm is quite efficient and easy to 
implement, unlike the max-clique algorithm used in SAS [19] 
and UMC [20] which falls short in a prolonged testing time 
due to the computational complexity of the NP-complete 
problem. To facilitate the description, an example follows. 

D. An example for the proposed method 

In this section, a simple example is given to illustrate the 
entire design flow for the proposed method. As shown in Fig. 
3, the original test set contains 6 test patterns and each pattern 
has 24 bits. In the first step, the test set is partitioned into 4 
columns (k=4). Each column contains 6 sub-patterns. In Fig. 
4, a compatibility graph is constructed where each vertex 
corresponds to one column (or one scan chain) and the edge 
connecting every two vertices denotes the compatibility 
between them. For example, column 1 and column 2 have 
one pair of compatible sub-patterns occurring in test pattern 
P3, while 5 compatibilities occur between column 1 and 
column 4 in test patterns 1, 2, 3, 5 and 6, respectively. Three 
compatibilities between column 1 and column 3 occur in test 
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patterns 3, 5 and 6, respectively. As a result, the total number 
of edge weights originating from the vertex 1 is 1+5+3=9. In 
the same way, the edge weights originating from the vertices 
2, 3, 4 are 7, 10 and 12 respectively. In the second step, the 
broadcast architecture arranges the four scan chains from the 
top to the bottom in reverse order of their compatibilities 
which is 4-3-1-2, as shown in Fig. 5. In the third step, the 
broadcast plan is made for each test pattern. As shown in 
Table I, column “#p” denotes the pattern number. Columns 
“S” and “Data” respectively present the selection signals and 
the corresponding compressed test data. Taking the first test 
pattern (P1) as an example, three broadcasts are required to 
scan in P1 to the four scan chains. With the first selection 
signal “00”, test data “111X00” is broadcast to all four scan 
chains. With the second selection signal “10”, scan chains 1 
and 2 are updated by test data “101000”. In the last broadcast, 
scan chain 2 is updated as “000001”. Consequently, test data 
“101000 000001 111X00 111X00”, which is compatible to 
the original “1010000 000001 111X0X XXXXX0”, is 
scanned into the scan chains (from chain 1 to chain 4) by the 
proposed cascaded broadcasting scheme. The test data vo-
lume is reduced from the original 144 bits to 96 bits and the 
compression ratio is 33.3%.  

III. EXPERIMENTAL RESULTS 

We conducted experiments in C++ language on an Intel(R) 
Core(TM) 2 Duo CPU E4500 2.2GHz 2.5GB PC. The test 
sets for the large ISCAS’89 full-scan benchmark circuits are 
generated by MINTEST [32]. In the first experiment, we 
compare the compression effect with similar methods using 
broadcasting schemes. The compression ratio is computed by 
dividing the original test data volume by the compressed data 
volume. The compressed data volume includes the resulting 
test bits and the extra control bits. Table II shows the com-
pression results compared with the results of other methods. 
The first column presents the circuit names. By the circuit 
sequence, the number of scan chains and the scan chain 
length is (7, 31), (14, 18), (30, 23), (30, 20), (111, 16), (67, 
25), (64, 23) respectively. Taking the circuit s5378 as an 
example, 7 scan chains are involved and the scan chain 
length is 31. The first column presents the circuit names. The 
next column compares the compression ratios with those in 
the other methods. Results show that the proposed cascaded 
broadcasting method (CB) can achieve an average compres-
sion of 6.6% and is superior to the others in most cases. 

In the second experiment, we analyze the hardware 
overhead of the decompressor architecture and compare it 
with the UMC and the SAS methods. The benchmark circuits 
and the decompressor were synthesized using Synopsys 
Design Compiler with a single scan chain.  
     The proposed method requires very little control logic. 
The controller is circuit-independent and depends only on the  
total number of scan chains. As can be seen in Table III, the 
required hardware overhead by the proposed method is quite 
limited, far less than those by the other two methods. 

In the third experiment, with the same number of scan 
Table II   Compression comparisons with the other methods. 

Circuits
Compression Ratios (%) 

SHC 
[8] 

9C 
[6] 

RL-HC 
[16] 

MDC 
[18] 

UMC
[20] CB 

s5378 2.2 2.1 2.2 2.3 2.4 2.3 
s9234 2.2 2.0 2.2 2.2 2.2 2.6 
s13207 4.3 5.6 5.7 7.4 7.8 10.5 
s15850 2.9 3.0 3.1 3.7 3.7 4.2 
s35932 2.9 - - 4.2 7 18.2 
s38417 2.4 2.5 2.8 2.6 2.6 3.8 
s38584 2.8 2.9 2.7 3.5 3.3 4.3 

Avg. 2.8 3.0 3.1 3.7 4.1 6.6 
 

Table III   Result comparisons in hardware overhead for the con-
troller. 

# scan chains 
Area Overhead (gates) 

UMC 
[20]  SAS [19] CB 

16 602 84 23 
32 861 167 56 
64 1285 334 112 
128 2076 585 224 
256 3561 1253 443 
512 6494 2672 1006 

 
Table IV   Efficiency comparisons for the scan-in of test data. 

Circuits Partitions Scan-Chain 
Length 

(Avg.) # Broadcasts/Pat.
CB UMC/SAS 

s5378 7 31     2.9 3 
s9234 14 18 5 6.6 
s13207 30 23 2.5 4.2 
s15850 30 20 6.1 9.9 
s35932 111 16 4.9 9.1 
s38417 67 25 15.2 32.4 
s38584 64 23 12.8 20.5 
 
chains, we compare the average number of broadcasts for 
scanning-in each test pattern with those in the UMC and the 
SAS methods. (Both methods exploit the same multi-cast 
scan chain architecture; therefore, they have the same num-
ber of broadcasts.) As shown in Table IV, the proposed me-
thod takes a smaller average number of broadcasts. 

The reason for this comparison result is discussed as be-
low. As previously stated, both the UMC and the SAS me-
thods exploit the max-clique-decision algorithm in selecting 
compatible scan chains for broadcasting. Although optimal, 
this algorithm is known to be NP-complete; therefore, only a 
sub-optimal solution is available in a reasonable time. 

IV. CONCLUSION 

We have proposed a cascaded broadcasting compression 
method to reduce test data volume and test application time 
for today’s multiple-scan testing. The selection algorithm is 
simple and effective. Significant improvement in test data 
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compression can be achieved at the cost of very little control 
logic. Experimental results for ISCAS’89 benchmark circuits 
have demonstrated that this method outperforms the others in 
aspects of the compression effect, the required hardware 
overhead, and the broadcast efficiency. 
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