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Abstract―A new algorithm for rendering ocean surface 
using texture sampling and height field superposition 
techniques is presented. The proposed method requires 
two static images as input, one for reproducing the 
detailed ocean waves and the other for reconstructing the 
main structure waveform. The input images are first used 
to synthesize toroidal textures which are then used to 
reconstruct the height fields. The ocean surface is 
tessellated straightforwardly with the superposition of the 
wave height fields with different spatial resolutions. We 
introduce a simple relighting method to reproduce the 
wave shading and undulating effects. Experimental results 
show that the proposed algorithm is convenient and 
efficient to produce realistic ocean surface. 

Index Terms―Temporal texture synthesis, height field, 
shade-from-shading. 

I. INTRODUCTION 

Rendering realistic ocean surface is an 
interesting and important problem in computer 
graphics. Many researchers have been devoted to 
producing ocean scenes using mathematically or 
physically based simulation [14, 15, 17, 18]. These 
techniques are able to produce photorealistic or 
non-photorealistic scenes. However, they have to 
develop particular formulas for specific effects and 
require expensive computation. Recently, GPU on a 
graphics card is used to achieve a real-time 
performance in spectral models [2, 5, 6, 7, 13]. 
However, most of desktop and notebook computers 
have integrated GPUs, which are cheaper but 
usually far less capable than dedicated graphics 
cards [20]. Without powerful GPU systems, texture 
mapping is a cheap and good solution to render 
realistic scenes. 

A texture-based method has two primary 
advantages: First, a texture is easy to obtain. It is 
convenient to produce ocean surface animations by 
just giving the photo textures. The other vantage is 
that textures are portion of natural scenes, without 
artificial complex computation, which have their 
intrinsic physical properties. This is the essence of 
texture sampling technique that what you see is 
what you get. 

Although it is convenient to obtain textures, 
however, photo textures are limited to their inherent 
properties, such as color, lighting, shading, and, 
especially, resolution. To synthesize an ocean 
surface and apply it in a wide spreading ocean 
landscape requires solving a number of problems. 
The first challenge is in synthesizing a large 
enough surface to cover the rendering resolution 
according to the current view frustum. The second 
difficulty is in creating the waving structure 
without repetitively tiling. In addition to producing 
the small water waves in quasi-periodic ways, the 
low-frequency waveform is also needed to exhibit 
the main structure. The third challenge is in 
animating an oceanographic motion. 

In this paper, we present a method to reproduce 
ocean surface using temporal texture. The user 
determines a water image to be used as the 
appearance of a highly detailed ocean surface. This 
input image is given to synthesize a higher 
resolution texture with toroidal property which is 
used to be the small water waves. The user inputs 
another image to be used as the low-frequency 
waveform. This image is given to synthesize a 
lower resolution texture which is used to be the 



                                                                             

main wave structure. In order to construct the 
surface waves, we employ a shape-from-shading 
technique [4] to recover the height fields of the two 
wave textures. The whole ocean surface is then 
tessellated by the composite of the two height fields 
with different scaling resolutions. The elevation of 
the surface is computed on the fly and the 
computational cost is proportional to the visible 
region of the view frustum. After the composed 
height field of the surface is determined, we use a 
simple relighting method to adapt the luminance to 
render the waving appearance. This method is 
based on the experimental evidence that observers 
treat lower luminance values as more concave 
surface locations [8]. Finally, the main structure 
animation is done by shifting the low resolution 
waveform. The animation of small water waves is 
achieved by the method proposed by [12]. In 
practice, the waves motion cost can be almost 
ignore, because the motion is achieved by only 
adding a translating vector. 

The proposed method is not to achieve a 
physically accurate reproduction of the ocean 
scenes. The main contribution of this paper is as 
follows. The ocean surface is realistically 
synthesized using real world textures which have 
their intrinsic color and physical properties. The 
computational cost is cheap for each frame, 
because only the pixel interpolation and relighting 
computation are needed, and it is proportional to 
the number of water surface pixels in the view 
frustum. 

II. RELATED WORK 

Most previous researches for rendering ocean 
surface are mathematical or physical simulation. 
Their procedures use a sum of sinusoidal 
amplitudes and phases to model the wave geometry 
[15, 17]. The following researches are absorbed in 
wave formulas development such as trochoids [3, 6, 
18] or Fourier domain waveforms [2, 7, 13]. These 
techniques have to determine particular formulas 
for specific phenomena and require a lot of 
superposed sinusoidal or spectral functions which 
are computational expensive. 

Recently, many researches have been engaged in 
rendering motion scenes using texture-based 

methods. They can be generally categorized into 
two classes. The first class includes the video-based 
methods which require a video clip as input sample 
to synthesize a new video sequence [1, 10, 16, 19]. 
Wei and Levoy [19] modeled the input video as 3D 
exemplars. The pixel whose 3D neighborhood is 
matched by a similarity constraint is copied into the 
output volume. This copy process proceeds pixel 
by pixel and slice by slice to synthesize a new 
video. Schodl et al. [16] proposed a conception of 
video texture. They analyze the input video by a 
temporal similarity condition to extract the video 
texture elements. These elements are recombined to 
synthesize temporally infinite output video with 
preserving the similarity across frames and the 
dynamics of motion. Kwatra et al. [10] proposed a 
graph cut algorithm. They concatenate volumes of 
input video with minimum error seams to create 
infinitely long sequences. Bhat et al. [1] presented a 
flow-based video synthesis method. They capture 
the motions of the input video along user-specified 
flow lines and interactively synthesize seamless 
video of arbitrary length by enforcing temporal 
continuity. Using these video-based methods, the 
user is required to provide the source video, which 
is less convenient. Besides, the output video is 
limited to its intrinsic coloring and lighting, which 
obstructs the further applications for texture 
mapping. 

The second class includes the image-based 
methods which require only a 2D image as input to 
synthesize 3D temporal textures. Kwatra et al. [11] 
extended their texture optimization algorithm to 
synthesize the texture sequence that moves 
according to a given flow field. However, this 
technique is unable to create infinitely long 
sequence and it is time-consuming to create each 
frame. Kopf et al. [9] proposed an optimization 
technique to synthesize solid textures from 2D 
exemplars. They use a solid optimization method to 
enforce the local similarities between the 
synthesized voxel and the exemplar, and introduce 
a re-weighting scheme by histogram matching to 
cause the global statistics of the synthesized texture 
to match the exemplar. Their solid texture results 
work well in creating solid objects. However, the 
solid texture is a video loop with finite duration and 
it is incompetent for rendering the ocean surface 



                                                                             

with similar, quasi-repetitive properties. Our 
previous work [12] introduced a temporal texture 
synthesis algorithm based on transition linking and 
morphing interpolation techniques. This method 
requires only a static image texture as input and 
employs the probabilities of similarity attached 
with the transition links to generate an 
inexhaustible sequence with quasi-periodic quality. 
The results are exactly suitable for rendering the 
waving ocean surfaces. 

III. THE PROPOSED ALGORITHM 

The proposed system can be divided into two 
stages, including preprocessing and rendering. In 
the preprocessing stage, the user inputs two static 
images to build the ocean surface. In the rendering 
stage, a simple relighting method for enhancing the 
waving effect and reducing the repetitiveness is 
used to reproduce the main waveform. 
A. Surface texture synthesis 

In general, the ocean surface can be assembled 
from a main structure waveform and small water 
waves [13, 18]. Our model requires only two water 
images as input to synthesize an infinitely wide 
spreading ocean surface. One image is used to 
synthesize a toroidal texture for tessellating the 
highly detailed surface, while another is used to 
build a lower resolution texture for representing the 
low frequency waveform. The shape of the ocean 
surface is synthesized using the two height fields 
built from the two textures respectively. 

Synthesizing a high resolution texture for the 
whole visible surface area requires costly 
computation. It is more efficient to synthesize a 
lower resolution texture with seamless tileable 
property to tessellate the visible region according to 
the view frustum. But the tessellation will produce 
noticeable repetitive patterns. Therefore, we 
synthesize another tileable texture as an 
overlapping wave height field of the surface. We 
use the chessboard filling texture synthesis 
procedure proposed in our previous work [12] to 
synthesize the tileable texture for the main structure 
waveform. For animation effect, we use the 
temporal texture synthesis method proposed in [12] 
to synthesize the dynamic texture for small water 
waves. This previous method requires only a static 

texture image as input to synthesize plausible 
sequences which can be infinitely extended in both 
space and time. This output can exactly be used to 
present the motion of water waves. Figure 1 shows 
a synthesized example for small waves and main 
structure. 

 

(a) (b) 

 
(c) (d) 

Figure 1. Tileable texture synthesis. (a) Input 
texture for small waves. (b) A synthesized result of 
(a). (c) Input texture for main structure. (d) A 
synthesized result of (c). 

 
For illustration, we briefly describe the proposed 

temporal texture synthesis algorithm presented in 
our previous work [12]. Please refer to the original 
work for more details. The basic concept is that 
given a 2D texture image as input, we annex the 
temporal component to the synthesizing process to 
produce 3D temporal textures. At first, the 
proposed basis sequence generation procedure is 
used to synthesize a plausible sequence of images. 
Figure 2 illustrates the process of synthesizing each 
frame in the sequence. Both the spatial and 
temporal constraints are considered to search for 
matched patches in the synthesizing process. That 
is, the matched patches must yield to the similarity 
of spatial neighborhoods (O-shaped boundary 



                                                                             

zone), and meanwhile, they must yield to the 
similarity of temporal neighborhoods which are the 
patches at the same position in the previous frame. 
Besides, all the frames in the sequence are 
seamlessly tileable because the patch boundary 
zones are treated toroidally. 

At the next stage, we measure the similarity of 
in-between frames and build explicit 
frame-to-frame transition links for reorganizing the 
order of the frames with smooth visual realism. 
And then, the proposed automatic morphing 
technique is used to interpolate smooth 
metamorphosis between each pair of frames 
connected by the transition links. Figure 3 
illustrates the interpolating process, in which, for 
example, frame iF  and jF  are warped to each 
other by computing the affine mesh mapping and 
both are blended together to produce the 
intermediate morphing versions. The reachable 
complexion is guaranteed that each frame may 
have the path to another frame by walking through 
certain of transition links which are interpolated 
using natural metamorphosis. 

 

…

Fi-1 Fi

spatially
matched

temporally
matched

input texture

candidates

search

 
Figure 2. Spatial and temporal constraints. The 
candidates in the set of spatially matched patches 
are then extracted by the similarity with the patch 
at the same position in the previous frame. 

 

… …

morphing frames

morphing frames iF1−iFjF
 

Figure 3. Interpolating smooth metamorphosis into 
each linked transition. 

B. Height field building and surface relighting 
For rendering the undulation effect, it is desired 

to reproduce the height field of the surface. The 
elevation of the surface is composed of the height 
fields of the main structure waveform and the small 
water waves. We borrow the shape-from-shading 
method presented in [4] to reconstruct the height 
fields of every image including the main structure 
texture and all the nodes in the linked sequence for 
small waves. The height field reconstruction 
formula is as follows. 
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where hf  denotes the height factor, maxI  and 

minI  denote the maximum and minimum intensity 
for each image, and ),( yxI  is the intensity at 
position ),( yx . 

For elaboration, let hM  denote the height field 
derived from the main structure texture. Let P  be 
the pointer pointing to a node in the small waves 
linked sequence, cP  be the image attached by P , 
and hP  be the corresponding height field. Initially, 
the color ),( yxSc  and height ),( yxSh  at a 
position ),( yx  on the ocean surface is constructed 
as follows. 
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where scale  is a scaling factor. 

 
To reproduce the main structure waveform, we 

propose a simple relighting method. Theoretically, 
Eq. (4) and Eq. (5) show the relation between 

),( yxI  and ),( yxheight  derived from Eq. (1). 
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where ),( yxheightΔ  and ),( yxIΔ  denote the 
alteration of ),( yxheight  and ),( yxI  
respectively. Trivially, the intensity can be modified 
according to the variation of height value and the 
resulting ),( yxI ′  is as follows. 

 

 ),(),(),( yxIyxIyxI Δ+=′ , (6) 

 
However, it must be quaranteed that the resulting 

),( yxI ′  is set in the valid range [ ]255,0 . So, we 
modify Eq. (5) as follows. 
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where hM  is the average height of the main 
structure field, and maxheightΔ  is the maximum 
delta height. We experimentally set the exponent as 

4
3  to make the intensity vary appropriately and the 

result is satisfactory. 
For each frame, the computational cost of the 

surface comes from the interpolating calculation of 

),(
scale

y
scale

xM h  and relighting. The ocean 

surface is tiled using the composition of the height 

fields of main structure and small waves at 
different scales. After relighting, the repetitiveness 
is unnoticed. Figure 4 shows the ocean surfaces 
before and after relighting. 

 

(a) 

(b) 
Figure 4. An ocean surface example before and 
after relighting. (a) Before relighting. (b) After 
relighting using the main structure shown in Figure 
1(d). 



                                                                             

C. Rendering 
For realistic rendering the undulating effect, a 

ray-marching process is preferable [3, 18]. 
However, ray-marching is the bottleneck process of 
rendering realistic ocean surface. Reducing the 
computation of ray-marching will promote the 
whole performance. In this work, the texture-based 
surface after relighting has its inherent color and 
shading. From this point of view, we can ignore the 
height variation and turn the ray tracing process to 
the trivial perspective projection, as illustrated in 
Figure 5. This simple scheme can perform fast 
rendering. 

 

view point

view plane

surface

 
Figure 5. Simple perspective projection. The 
surface is considered as a plane. 

 
D. Animation 

The animations of main structure waveform and 
small water waves are considered separately. The 
main structure animation is simply done by adding 
a shifting vector. We animating the small waves by 
using the temporal texture rendering method 
presented in [12]. For each frame, the height field 
and color of the surface is computed as follows. 
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where t  is the time parameter, ),( yx mm  and 
),( yx ss  are the shifting vector added into main 

structure and small waves respectively. The pointer 
P  will keep pointing to the next appropriate node 
according to the current node and the associated 
similarity probability. Consequently, except for the 
rendering of each frame, the animation process 
almost does not cost any more computation. 
 

 
Figure 6. An result for ocean scene. 

 

IV. EXPERIMENTAL RESULTS 

The proposed method requires two static images 
as input for reproducing the ocean surface. In the 
preprocessing stage, we synthesize the toroidal 
textures and reconstruct the height fields for main 
structure waveform and small water waves. In the 
rendering stage, we use the relighting method to 
enhance the waving effect and reduce the 
repetitiveness and use the trivial perspective 
projection method to perform rendering. We 
implement our algorithm using Microsoft Visual 
C++ 6.0 on a computer with Intel Core2 1.8 GHz 
CPU and 1 GB RAM. Figure 6 shows a result, in 
which the waves are moving toward south west 
direction. The frame resolution is 384384×  and 
the rendering time for each frame is about 0.187 



                                                                             

seconds. Our interface allows the user to change 
the view frustum, including the location of the view 
point, and the location, direction, and resolution of 
the view plane. Figure 7 shows another result with 
different ocean surface and frustum direction. 

Figure 8 depicts another example. We take a 
portion from the ocean part of a real world image 
shown as Figure 8 (a) and use this portion as the 
input texture shown as Figure 8 (b) for building the 
small waves. The main waveform is built from 
Figure 8 (c). Figure 8 (d) shows the plausible 
rendering result. The frame resolution is 384384×  
and the rendering time is about 0.281 for each 
frame. This rendering time is longer than the result 
shown in Figure 6 because there are more ocean 
surface pixels in Figure 8 (d). The computational 
cost is cheap and it is proportional to the number of 
surface pixels in the view frustum. 

In practice, we can easily compute the normal 
vector for each water pixel in the view frustum. 
After the normal vectors are determined, the 
refraction and reflection effects can be handily 
simulated. Figure 9 shows a refraction result with a 
rock texture as the bed. As shown above, the 
proposed algorithm is successful to produce the 
sequences which resemble realistic ocean scenes. 

 

 
Figure 7. A result for ocean scene. 

(a) 

 
(b) (c) 

(d) 

Figure 8. An example for ocean surface rendering. 
(a) A real world image borrowed from 
http://www.public-domain-image.com. (b) The input 
texture taken from (a). (c) The texture for main 
waveform. (d) The result for ocean scene. 



                                                                             

 
Figure 9. A result for refraction effect. 

 

V. CONCLUSIONS 

We present an efficient solution to synthesize an 
ocean surface using real world textures in this 
paper. It is convenient to produce ocean scenes by 
just giving the photo textures. The ocean surface is 
tessellated straightforwardly with the superposition 
of the wave height fields with different spatial 
resolutions. Using the proposed relighting, we can 
reproduce the wave shading and undulating effects. 

However, because the natural texture has its 
intrinsic color and shading, we can not reproduce 
complex lighting and stormy effects. In the future, 
we plan to include the specular effect from a strong 
light source, more realistic ray-marching effect, and 
more interactiveness with other objects such as 
island, shore, and visible seabed. 
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