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Abstract―Key frame extraction is an important step 

for video surveillance. Key frames are able to inform 
users about the concept of an alarm event and guard 
environment more efficiently. Key frames can also be 
used for analysis of feature extraction, indexing and 
video retrieval. This paper proposes an object-based 
key frame extraction method for extracting represent- 
ative frames of an alarm event. The method combines 
semantic features and weighted importance to extract 
key frames and devises an object features based 
formula to obtain better key frames that have clear 
object image. We also adopt Kalman filter to help 
predict objects’ situations and extract key frames 
during the events.  

The proposed method has been verified by large 
amounts experiments that include testing 20 clips, 
implementing in a real-time mobile surveillance system. 
The experimental videos consist of single objects that 
are from MPEG-4 test video and so on. Our method 
proved by experiments not only can get clear and 
representative key frames but also reduce redundant 
key frame. 

Index Terms―visual surveillance、video summariza- 
tion、Kalman filter. 

I. Introduction 
Intelligent video surveillance system is the 

current trend because it can be wildly used in 
guard field especially for public places such as 
train stations, banks and schools whose 
requirement for security is very high. It uses 
pattern recognition and computer vision 
techniques to extract, filter and index useful 

information from surveillance videos. It is efficient 
to prevent accidents and damages with reliable 
surveillance systems.  

In the past decades, there are a lot of researches. 
Tremendous papers have concentrated on object 
detection, tracking and event detection [1, 2]. Many 
researches have concentrated on objects’ activity, 
features, videos segmentation and so on.  

Video surveillance generates and stores gigabytes 
video clips every day. The huge multimedia 
information is unstructured and hard to retrieve. 
There are main three processes of retrieving large 
amount video data: free browsing, text-based 
retrieval and content-based retrieval. In the user’s 
perspective, content-based retrieval can supply 
friendly service for users such as interactive 
browsing, navigation with customized categories, 
and query by example by video abstraction and 
summarization. High-light sequences and key 
frames are the most broadly used in video 
abstraction and video summarization. High-light 
sequences aim to skim long videos to shorter 
sequences. Key frames are the still images extract 
from video clip that are relevant the content of a 
video. Key frame extraction has to produce 
minimized frames to represent a video and to 
economically abstract some of typical frames in a 
video. Users can survey the representative frames to 
understand events and save more time than to view 
the whole video. Good key frames also improve 



 
 

high-level feature extraction and analysis, such 
as face recognition and behavior recognition. 
However, most key frames are generated with 
content-based methods by batch processing. 
These methods can’t be adopted in real-time 
video surveillance because they can’t produce 
key frames immediately [3]. 

Former methods have to collect all frames 
before the procedures of key frame extraction. 
These off-line procedures are not enough to 
provide the requirement for video surveillance 
because video surveillance is a lasting 
monitoring application and it has to continue 
detecting any possible events and send alarm 
messages day after day. For this critical 
requirement, key frames must be generated 
instantly from current input frame. Therefore 
online process is very important to video 
surveillance. 

Classical approaches located key frames by 
calculating significant change among features of 
frames. The features of frames, such as color and 
motion, are obtained from all pixels of the frames, 
but are not from meaningful regions in the 
frames. These approaches do not consider 
semantic information in object level but 
low-level information in pixel level. 

Recently, object-based key frame extraction 
methods have been proposed to improve the 
effectiveness of video abstraction [4]. It produces 
useful key frames for user because objects’ 
information is the most meaningful in the 
surveillance videos. More accurate and optimized 
key frames can be chosen by calculating 
significant changes of shape, color and many 
others features.  

This paper proposes an on-line object-based 
key frame extraction method for extracting 
representative frames of an alarm event. The 
method deals with not only single object but also 
multiple objects, and it takes Kalman filter to 
predict objects’ behavior to extract key frames 
immediately. 

Semantic features and weighted importance 
are adopted to extract expectative key frames in 
this paper. Semantic features are similar to 

human perception. This paper devises an object 
features based formula that combines semantic 
features and weighted importance to obtain better 
key frames which have clear object image.  

We are going to discuss related works on key 
frame extraction in the next section. In Section III, 
the object-based key frame extraction method will 
be presented. The semantic features extracted to 
measure the representative of a frame is explained 
in Section IV. The Section V discusses experimental 
results of single-object experiments.And the Section 
VI gives conclusions and future works. 

II. Related Work 
For giant amount of video data, key frames are 

important information to describe the concept of the 
media. Key frame extraction helps video systems to 
index videos by several representative frames. It 
also helps users efficiently understand the content of 
a video. Therefore, key frame extraction is widely 
used in image query [5], video indexing [6], video 
browsing [7,8], video retrieval [9] and video 
summarization [10-12].  

Motion, color, shape and edge have been the most 
important features used in key frame extraction. 
Choudary et al. [8] adopted edge information to 
extract key frames for summarizing the instruction 
videos of chalkboard presentation. Key frames were 
extracted according to the changes of edge 
information. Kollias et al. [12] adopted color and 
depth to extract key frames of stereoscopic video 
sequences. They used Lloyd-Max algorithm to 
cluster similar shots, and extracted key frames by 
optimizing each shot. Tainming Liu et al. [13] 
adopted motion feature to extract key frames. They 
proposed a triangle model for modeling motion 
patterns in video and determine key frames based on 
this model. The frames in the peaks of the model are 
chosen as key frames. Kim and Huang [4] used 
motion and contour to extract key frames. They 
observe giant changes of theses features to find out 
key frames. Mukherjee et al. [14] presented a key 
frame extraction method for integrating the 
decisions of different low-level features , such as 
motion with a combiner model. The method uses the 
Dempster-Shafer (DS) theory to combine 
randomness measures of features into one confident 



 
 

value to estimate key frames. Fan and Liu [15] 
and Fan and Song [16] proposed a method to 
frame-based extraction and object-based video 
segmentation. They adopted motion information 
to extract key frames. The method is a two-stage 
key frame extraction. At first, it selects a set of 
key frames roughly. The set of key frames is 
trained by Gaussian mixture model [17] for 
object segmentation. The final key frames are 
re-found by model-based key frames analysis. 

The low-level features such as color, motion, 
edge and shape are directly extracted from digital 
data of videos, but they can not be well 
comprehended human perception well. The gap 
between low-level features and human percep- 
tion can be resolved by extracting semantic 
features. Therefore, the features proposed by this 
thesis will be semantic features. 

There are two major methods to extract key 
frames. One is frame-based methods [13,14,18], 
and another is object-based methods [4]. The 
frame-based methods determine key frames by 
the change of the whole frame, but the 
object-based methods concentrate on the 
features’ variation of each object. Above key 
frame extraction methods are frame-based 
method except the proposed method of Kim et al 
[4]. 

Erol and Kossentini [19] proposed an 
object-based video objects plane selection 
method with shape information in the MPEG-4 
compressed domain. They computed the distance 
of video objects in two successive frames by 
Hamming and Hausdorff measures to detect 
significant changes in the shape. Then they 
determined the frame with the significant change 
to be a key frame of the object. 

Kim and Huang [4] proposed an object-based 
video abstraction for video surveillance. The 
system finds out objects by subtracting last frame 
and current frame. The paper adopted and 
compared two features: motion and contour. The 
motion feature is Hu-moments [20] and the 
contour feature is Fourier descriptor. The 
decision to extract key frames is by event and by 
object’s action change. The event is to compare 
the object numbers with current frame and last 

key frame whether they are equal or not. If the 
numbers are different, an event occurs and the frame 
would be a key frame. The object’s action change is 
to measure the dissimilarity between the object’s 
shape of the current frame and the last key frame. 
The system will generate a key frame if the 
difference is over a threshold. Finally, the paper 
adopted motion-based system because the 
contour-based feature is sensitive to variations of 
object boundary. 

The traditional procedures of key frame 
extraction are off-line methods [12-13,14-16,18-19]. 
They take batch processes to generate key frames. 
However for the real-time requirement of video 
surveillance, on-line methods[4] to extract key 
frames immediately is very critical. 

We are interested in the moving objects in videos 
and we expect our method can generate expectative 
key frames during events. Therefore, the proposed 
method in this paper is quite different from previous 
key frame extraction methods. We propose an online 
object-based key frame extraction approach that 
adopts use high-level features to represent objects in 
video. The method extracts key frames immediately 
by analyzing object’s semantic features to determine 
representative frames. In addition, we propose a 
weighted importance approach to find out key 
frames. Depending on our method, it can obtain key 
frames with meaningful and clear object images. 

III. The Proposed Approach  
In this section, we will present the proposed key 

frame extraction method. First, we will introduce 
the proposed weighted importance approach that 
combines multiple features. In order to get key 
frames during events, we adopt Kalman filter to 
adaptively smooth the result of the weighted 
importance and analyze its prediction to extract key 
frames. Finally, we show the path analyses in many 
situations to verify the proposed on-line key frame 
method is robust. 
A. Problem Formulation 

Suppose an object o in the frame of time step t 
has a feature vector 1 2 3( , , ,..., )o T

t nx x x x=X , xi∈[0,1] 
or xi∈{0,1}. A feature can be a discrete variable to 
represent the existence of an object characteristic, or 



 
 

a continuous variable to illustrate the magnitude 
of the object characteristic. We assign a weight 
vector W=(w1, w2, …, wn)T which gives an 
importance coefficient wi to a feature xi . A 
criterion function ( , )o

tF X W , gives the 
representative score of the object. The extraction 
of key frame K  is formulated as an 
optimization process as follows,

 
1

1arg max ( ) ( , ), ,1
l

o
i t t

o
K K R t F t t t i M

l
δ δ

=

  = = = − ≤ ≤ + ≤ ≤   
  

∑ X W 

 (1)
 

where l is the number of objects, δ is a time 
interval, and ( , )o

tF X W  is a linear weighting 
scheme defined by T o

tW X . 

The representative score R(t) of a frame comes 
from the average scores of all objects in the 
frame. The optimization processes find M key 
frames from a video assumed to be N frames. If 
the time duration δ equals N/2, Equation (1) 
becomes a global optimization process which 
selects key frames with batch processing. An 
online key frame extraction is defined as a local 
optimization process that only a short time period 
δ is considered in order to adaptively choose the 
most representative frames. 
B. Online Key Frame Extraction 

Let the state parameter vector of a score at 
time t be denoted as yt and its scores as 
observations zt. The history of observations from 
time 1 to t is denoted as Z1:t={ z1 ,…, zt }. The 
posterior distribution over yt given Z1:t is 
expressed as p(yt |Z1:t). The Bayesian formulation 
of the posterior distribution can be marginalized 
as follows: 

1
1: 1: 1 1 1 1: 1( ) ( ) ( ) ( ) ( ) ( )

t
t t t t t t t t t t t tx

p y Z p z y p y Z p z y p y x p y Z
−

− − − −∝ = ∫ (2)
 

where a first-order Markov property is 
considered. The p(zt| yt) is called the observation 
model. The observation, zi, is conditionally 
independent of the history of the observations 
from 1 to t-1, Z1:t, given the state yt . The first 
factor in the integration is the transition model 
and the second is the current state distribution. 
Hence, we derive a recursive formulation. 

There are three continuous variables, state y, 
state’s velocity ŷ  and measurement z. The state 

y is a linear Gaussian distribution and the next state 

 

yt +1 must be a linear function of the current state 

 

yt  with some Gaussian noise. Assign the interval of 
measurement is 

 

∆  and assume the velocity is 
constant. The state update is presented by 

ˆt ty y y+∆ = + ∆               (3) 

We get a linear Gaussian transition model if we plus 
Gaussian noise for variation of velocity. 

ˆ ˆˆ( , ) ( , )( )t t t t t t t t tP Y y Y y Y y N y y xσ+∆ +∆ +∆= = = = + ∆    (4) 

Kalman filter [21] is a recursive estimator and is a 
special case under the standard Bayesian network 
operations. It is composed by the transition model 
and the sensor model that are shown in below. 

 

P(yt +1 yt ) = N(Ayt,Σy)(yt +1)          (5) 

 

P(zt +1 yt +1) = N(Hyt +1,Σz)(zt +1)        (6) 

Where A and ∑ y are linear Gaussian transition 
model and Gaussian transition noise covariance, H 
is linear Gaussian measurement model and ∑ z is 
Gaussian measurement noise covariance, 

 

µt
− is the 

a priori state estimate and 

 

Σt
−  is the a priori state 

error covariance for the next time step. The 
following two equations are prediction processing to 
predict next mean state 

 

µt
−  and error covariance 

 

Σt
− .  

 

µt
− = Aµt−1               (7) 

 

Σt
− = AΣt−1A+ Σy             (8) 

There are three steps in the correction process. 
The first step is to compute Kalman gain tG  which 
minimizes the a posteriori error covariance in the 
time step t. Equation (9) shows the Kalman gain 
equation, where tG  is the Kalman gain. Kalman 
gain means how much confident to the new 
measurement relative to the prediction.  The 
second step shown in the Equation (10) gives an a 
posteriori state estimate 

 

µt  from the tz . The final 
step is to calculate the a posteriori error covariance 
estimate 

 

Σt  in the time step t, which is shown in 
the Equation (11).  

 

Gt = Σt
−HT (HΣt

−HT + Σz)
−1

         (9) 



 
 

 

µt = µt
− + Gt (zt − Hµt

−)         (10) 

 

Σt = (1− GtH)Σt
−             (11) 

We use the prediction result, a priori state 
estimated value, 

 

µt
−

t to determine the key frames. 
We adopt secondary derivative to point out the 
peaks of the prediction trend. We select key 
frames from the peaks corresponding to the 
frames. And we use a threshold, Ts, to filter out 
the frames whose variation is small or object 
image is not clear. Ts is the threshold of the 
prediction scale. A peak set P of image sequence 
and p i is the prediction value of the peak, P=(p1, 
p2, …, pm), p i ∈ [0,1]. Key frames are selected 
from the peak set P shown in Equation (12), 

i iK P=  if iP > sT , i∈[1,m]         (12) 

C. Semantic Feature Extraction 
We adopt three semantic features: Object 

region, skin color region and face. Face is 
important information of the moving object for 
surveillance system. Face information can help 
system to extract an object key frame with clear 
face. In this paper, we use Adaboost to detect 
whether a face exists or not. The face detection is 
achieved by the Adaboost algorithm [22]. The 
skin color is a useful feature to extract the key 
frames when the system can’t detect the object’s 
face. For example, the moving object goes 
backward the camera or the moving object is too 
small to detect face. The skin color region of the 
moving object is determined by Gaussian 
Mixture Model [23].  

Moving object detection and tracking 
segments useful moving regions from the 
background and extract foreground objects 
(blobs) from these regions. The aim of moving 
object detection and tracking is to filter out 
non-important frames that have no detected 
objects. The frames which contain moving 
objects are less than 1% frames of surveillance 
videos. Therefore, moving object detection and 
tracking are the very effective filtering method 
for video surveillance system to skim 
surveillance videos. 

In this paper, we adopt a Gaussian Mixture 
background subtraction approach to get 

foreground images. The background subtraction 
approach [24] builds the background images and 
subtracts the current frame to separate the regions of 
moving objects from background. The advantage of 
background subtraction approach is that remains the 
regions segmented from background completely. 
The connected component labeling assigns labels to 
the foreground regions. The output of moving 
detection is a binary image composed of foreground 
regions.  The moving objects are modeled by color 
features and tracked by particle filter [25]. 

In order to detect skin color, we transfer RGB 
color space to YCbCr color space because skin color 
clusters well and not sensitive to light in the YCbCr 
color space. We use Gaussian mixture model to 
construct the skin color region [23]. The main 
reason we choose Gaussian mixture model is it 
represents the skin color probability distribution 
with only weights, means and covariance. It speeds 
up the computation of detecting skin color.  

1 1
2(2 ) | |

1
( ) exp( ( ))

N
i

M

pixel i pixel i
i

N x k x
π

µ
Σ

=

= − −∑
(13) 

1
1

M

i
i

k
=

=∑
              (14)

 

The skin color is modeled M Gaussian distribu- 
tions ( )pixelN x . The Gaussian component i is from 
1 to M, iµ  is the mean of the i-th component, and 

iΣ  is the covariance matrix of the i-th component. 
In equation (13), it shows the equation to calculate 
the probability of an object pixel pixelx  belonging 
to skin color. ik  is the weight of each Gaussian 
component. It means the component’s importance of 
the skin color Gaussian Mixture Model. And the 
sum of all ik  equals 1. If the probability is more 
than a threshold t, the pixel belongs to the skin 
color. 

In this paper, we adopt the cascaded Adaboost 
approach to detect face [22] in object regions. 
Adaboost is short for Adaptive Boosting. It is 
formulate by Yoav Freund and Robert Schapire.  
Adaboost approach takes a train of week features to 
identify the pattern which is face pattern in this 
paper.  

The cascade Adaboost approach is the first 



 
 

real-time face detection approach presented by 
Viola and Jones. It uses a cascade of simple 
classifiers each trained to achieve high detection 
rates to improve detection rates and decrease the 
false positive rates. The first classifier will filter 
out amount of negative inputs. Therefore, the 
further processes can efficiently detect face 
pattern. The system is successful in detecting 
front view faces. It is efficient and effective to 
detect face in images.  

D. An Example 

We illustrate this on-line key frame selection 
method by taking real-life video captured at a 
monitored convenient store. A man walked forth 
and back several times along the passage. The 
main idea is the key frame extracted by our 
method has large size of object region, large size 
of skin region and clear appearance of face. 
There, the feature vector X in this paper includes 
the three semantic features: the size of the skin 
color region belonging to the object, the size of 
the object region, and is the appearance of human 
face. 

The first row of Fig. 1(a) gives a part of the 
image sequence. Three semantic features that are 
the regions of objects, the regions of skin color 
and face of objects of the corresponding frame 
are shown in the second, the third and forth rows 
of Fig. 1(a). Fig. 1(b) illustrates the normalized 
features. The original measurements of features 
are unstable and hard to be utilized for the 
decision of key frames because every feature’s 
scale is different. Therefore, all features should 
be normalized. Fig. 1(c) is the criterion values of 
frames that are obtained by combining these 
features with weight vector W=(1/3, 1/3, 1/3).  

      

      

      

      
(a) 

 
(b) 

 
(c) 

Fig. 1  Key frame selection by the weighted 
importance semantic features. (a) Original images 
and detected semantic features. (b) Three semantic 
features: region of object, skin region of object and 
object face. (c) Criterion function F(W,X) of the 
image sequence. 

IV. Experimental Results 
There are 20 video clips in the experiments to test 

our algorithm. Half of test videos consist of one 
moving object and the remaining videos consist of 
multiple objects. The testing video clips are 
collected from IBM S3 video clips, gait video clips 
and real-world convenient store surveillance video 
clips. The illuminate of test clips are very unstable, 
some videos are captured by analog CCD cameras, 
the quality of videos are low because high 
compressive rates. The resolution of all video clips 
is 320*240. We evaluate the proposed method by 
observing the different weight importance and 
different noise covariances of key frame extraction 
A. Weighted Importance Experiments 

In this section, we observe different weight 
importance whether affect the extraction results of 
key frames. The weighted vector is W=(size, skin, 
face). We take two experimental videos for 
comparison. One is simple behavior and the other is 
complex behavior. We take 66 different 
combinations of weight vectors for each video 



 
 

sequence. The simple case illustrated in Fig. 2, 
the object moves toward camera therefore the 
measurements of object size and skin increase. 
And the face can be detected when object is 
closed to camera. The measurement is shown in 
Fig. 2(a). We set the weight of size is 0.2 
illustrated in Fig. 2(b) and 0.5 demonstrated in 
Fig. 2(c)  individually, change the remaining 
weights of skin and face and the sum of three 
weights is 1. We find out the peaks of every 
prediction corresponding to different weight 
vectors are similar. So the key frames generated 
by different weight vectors are similar, too.  

 

 
(a) 

 
(b) 

 
(c) 

Fig. 2  Different weighted importance to simple 
case. (a) The measurement of features. (b) Fixing 
weight of size to be 0.2 and changing remaining 
weights. (c) Fixing weight of size to be 0.5 and 

changing remaining weights. 

In the complex case, we also adopt the 
experiments of fixing weights of size 0.2 shown in 
Fig 3 (a) and 0.5 illustrated in Fig 3 (b). The trends 
of predictions are slightly different and they affect 
the number of key frames. It is caused by the 
moving object that walks forth and back twice and 
face only can be detected when the object move 
toward camera. Therefore different weight vectors 
doesn’t affect when single object’s behavior is 
simple. The weight vectors cause slightly key 
frames changing when the object’s behavior is 
complex. 

 
(a) 

 
(b) 

Fig. 3  Different weighted importance to complex 
case. (a) Fixing weight of size to be 0.2 and 
changing remaining weights. (b) Fixing weight of 
size to be 0.5 and changing remaining weights. 

B. Noise Covariance Experiments 
In this section, we change the scale of the 

measurement noise covariance R and the scale of 
the process noise covariance Q. Fig. 4 is the 
experiment to change the scales of measurement 
noise covariance. We only change measurement 
noise covariance: e-1, 1 and 5 and set processing 
noise covariance is e-5. We find although the curve 
of e-1 has more noise than others but it can predict 
the peak immediately than others. Fig. 5 is the 
experiment to change the process noise covariance 



 
 

from e-5, e-6 , e-7 and e-8 and set the measurement 
noise value is e-1 .  

 
Fig. 4  Filtering results with different measure- 
ement noise covariance. 

 
Fig. 5  Filtering results with different process 
noise covariance. 

V. Conclusions 
In this paper, we proposed a novel 

object-based key frame extraction method to 
abstract surveillance videos. The key frame 
extraction method not only adopts semantic 
features but also uses weighted importance. The 
optimized key frame is determined by the 
greatest importance, and the representative 
frames are chose by the peaks of the trend which 
is predicted with Kalman filter.  

This method has been implemented in a 
real-time surveillance system. The system 
integrated object-based surveillance technique 
over 3G mobile communication network. The 
object-based surveilance technique generates 
object information, object-based key frame and 
object-based skimming video clip.   

The furthermore object-based surveillance 
techniques can be developed for different 
monitor objects, such as vehicles. Object 
recognition can also be applied to summarize 
surveillance videos. 
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