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Abstract―A method to extract isolated characters is 
proposed by using Difference-of-Gaussian(DOG) func-
tion. Isolated characters, especially English alphabet or 
numerical characters, can be seen everywhere in our 
daily life. How to extract these characters from a digital 
image efficiently and robustly has been a popular topic 
for researchers. The DOG function, similar to Laplacian 
of Gaussian function, was proven to produce the most 
stable image features compared to a range of other possi-
ble image functions. The method incrementally convolves 
the input image with different scale Gaussian functions 
and minimizes the computations in high scale images by 
means of sub-sampling. The candidates of characters are 
found by connected components analysis in the DOG 
image and then filtered by group sizes to ignore the un-
matched groups. Finally, the experimental results dem-
onstrate the success of isolated characters extraction and 
robustness against noise and illumination change. 

Index Terms― Difference of Gaussian function, iso-
lated character, character recognition, scale space,  

 

I. INTRODUCTION 

Isolated English alphabet and numerical charac-
ters are closely connected with our daily lives no-
wadays. They can be seen everywhere no matter in 
texts, home appliances, traffic vehicles, commer-
cial products, or factory facilitates. Due to wide 
spread of these characters, how to locate and iden-
tify them by a computer is getting more and more 
important for not only living convenience but also 
working essentials. 

Characters recognition, one of the most popular 
topics of computer vision, has been studied by a 
lot of investigators for many decades. Some cha-
racter recognition systems are already applied onto 
real world applications and play important roles 

around us. For example, optical character recogni-
tion (OCR) systems [1] [2] are mature today to 
recognize the characters on texts. It helps to trans-
late printed texts into digital data automatically 
and saves much time of boring typing. Today’s 
OCRs are widely used and well performed in not 
only large devices such as desktop personal com-
puters but also small portable devices such like 
PDA(Personal Digital Assistant) or mobile phone. 
License plate recognition (LPR) systems recognize 
vehicles automatically so that it is useful for many 
applications such as portal controlling, traffic 
monitoring, stolen car detection, and etc. Traffic 
sign recognition (TSR) systems improve road 
safety by recognizing traffic signs and informing 
the driver.  

The procedures for characters recognition, take 
LPR systems for example, often include several 
stages. Stage one is detection of possible areas in 
which the characters may exist. This task is chal-
lenge since images may contain far more informa-
tion than just only expected characters. Until now 
new methods are continuously discovered to deal 
with special pattern detection in an image. Stage 
two is segmentation, in which the detected areas 
are divided into several regions and each of them 
may contain one character candidate or more. 
Stage three is normalization, the character candi-
dates are re-sampled with some parameters, e.g., 
size or orientation, aligned to fixed values for ro-
bust recognition in later stage. Stage four is recog-
nition stage; the segmented characters can be rec-
ognized by technologies such as vector quantiza-
tion[9] or neural networks[4][5]. Most researchers 
propose to recognize characters in binary forms so 



                                                                             

that they find thresholds[6][7] to depict the regions 
of interest in the detected areas.  

Up to now, there are some limitations in the 
character recognition systems mentioned above 
and make them difficult to be directly adopted into 
isolated character recognition. For OCR system 
nowadays, even though they are applicable to help 
people on many applications, most of them still 
face the limitation of recognizing only scanned 
documents. Camera based documents analysis [8] 
[9] is still a problem due to many complicated im-
aging factors it may involve. Without pre-defined 
parameters, typical imaging factors such as noise, 
illumination, focus error, camera view angle,…, 
are much more complicated than scanned docu-
ments and difficult to be handled by an OCR sys-
tem. On the other hand, LPRs and TSRs rely 
greatly on some specific patterns of license plates 
and traffic signs. For example, LPR need a white 
and rectangular background with the characters 
aligned tidy on a baseline [6] before the back-
ground. TSR detects the special shapes, triangle, 
circle or rectangle, of the traffic signs before re-
cognizing the characters so that it cannot be uti-
lized to recognize characters without the special 
shapes. In conclusion, LPRs and TSRs are not 
suitable to be applied into isolated characters rec-
ognition. 

There are few literatures discussing about iso-
lated characters recognition due to several difficul-
ties it has. First, it is difficult to extract the exact 
position and size of an isolated character. Due to 
lack of special patterns, isolated characters are not 
easily detected as those of license plates. Tradi-
tional methods take threshold(on intensity or gra-
dient magnitude) first then apply connected com-
ponent analysis is not suitable for the isolated 
characters because it needs the exact information 
of the target character and background under dif-
ferent camera or environmental factors. Second, it 
is difficult to know orientation of an isolated cha-
racter. In OCR [1] [2] or LPR [6] [10], the orienta-
tions of characters can be detected by searching for 
baseline and spacing with adjacent characters; 
however, this method is not suitable for isolated 
characters because baseline of a single character is 
not significant and often leads to unstable orienta-
tion. Third, the unfixed camera view angle often 

introduces large deformation on the character 
shapes or stroke directions. It makes the detection 
and normalization process difficult to be applied. 
Fourth, the unknown orientations and shapes ex-
posed under unknown light condition and envi-
ronment makes it more difficult for the characters 
to be correctly detected and recognized.  

This paper targets on the first problem of iso-
lated character recognition: to extract the profiles 
of isolated characters by three steps. First, the 
scale-space differences are derived by difference 
of Gaussian functions [11], which make the result 
stable against noise and illumination change. 
Second, the pixels of positive or negative differ-
ences are gathered into groups by means of con-
nected components analysis and form candidates 
of target characters. Third, the candidates of un-
expected sizes are removed and the remainders are 
proceeded to the next recognition stage. The expe-
riment results prove the proposed method is robust 
against noise and illumination change. 

 

II. THEORY OF SCALE SPACE 

The concept of scale space [13] starts from the 
basic observation that real-world objects are com-
posed of different structures at different scales. In 
other words, real-world objects may appear in dif-
ferent ways depending on the scale of observation. 
For a computer designed to detect the existence of 
an object in an image, it is necessary to consider 
all the possible scales the object may appear in 
order to capture it in the correct scale.  

Earlier works such as [14] and [15] have sug-
gested that Gaussian function is the best choice for 
scale-space kernel. Also, in [15], the author 
showed that the difference-of-Gaussian function 
provides a close approximation to the 
scale-normalized Laplacian of Gaussian, σ2∇2G, 
which was proven by detail experiment in [16] that 
it produces the most stable image features com-
pared to a range of other possible image functions. 

In mathematical representation, let I(x, y) denote 
pixels of the input image, the scale space of an 
image is defined as a function L(x,y,σ) generated 
by convolving the input image with variable-scale 



                                                                             

Gaussian function G(x,y,σ), denoted as 

( ) ( ) ( )y,x,y,xG,y,x IL ∗= σσ , (1) 

where * is the convolution operator and G(x,y,σ) is 
expressed as 

( ) ( ) 222 2
2 e

2
1 σ

πσ
σ /yx,y,xG +−= , (2) 

In the field of computer vision, smoothing of im-
ages before all the other processes is often neces-
sary for noise reduction. The Differ-
ence-of-Gaussian functions, unlike most edge 
sharpening filters utilized in computer vision hav-
ing strong responses to noise, play roles of not on-
ly enhancing the edges but also reducing noise [17] 
in a digital image. Moreover, there are two advan-
tages to use Gaussian functions as smoothing ker-
nel. First, the symmetric property of it makes it 
practical to decompose the two-dimensional con-
volution into two independent single dimensional 
equations.  
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This greatly reduces the computation and shortens 
the process time in finding different scale images. 
Second, taking the Fourier transform of a Gaussian 
function yields another Gaussian function [18], 
i.e., 
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where F(g) denote the Fourier transform of a func-
tion g. Based on (4) we can derive that the suc-
ceeded convolution with G(σ2) after G(σ1) is 
equivalent to convolution with G(σ1+σ2)  
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Eq.(5) is helpful to derive the smoothed images on 
different sizes to save a quite amount of computa-
tions. 
 

III. EXTRACTION OF ISOLATED CHARACTERS 

It is difficult to extract something from an image 
if no prior information is known on the imaging 

factors. Typical imaging factors are known in four 
categories: camera, environment, background, and 
target. Environment factors such as light condition, 
noise, occlusion, are difficult to be controlled so 
that only cancellation or compensation can be used. 
Camera factors such as focus, view angle, satura-
tion …, are possible to be controlled to fit the con-
dition of best successful rate. Background color, 
texture, target’s color, shape, size, orientation …, 
are closely related to the final successful rate and 
all are important for extraction. The more informa-
tion is known about these factors before 
processing, the easier and better result is possible 
to be achieved in final results. 

Before the process starts, there are four assump-
tions made for extracting isolated characters by the 
proposed methods: 
1. The color (or intensities for gray scale images) 

of a character is monotonic, i.e., the character 
is composed of single color without texture on 
it. 

2. Same as 1, the color of background around the 
character is monotonic, too. 

3. The color of the character is always different 
from that of the background; 

4. Characters must be isolated between each oth-
er and no overlap in the input image. 

The scale space theory introduced in Chapter.2 
will be used to extract the characters of interest 
from an image. In following sections the proce-
dures of extraction will be detail described by two 
parts: produce the Difference-of-Gaussian images 
and make group of them. 
 
A. Produce the Difference-of-Gaussian Images 

As mentioned before that the isolated characters 
must be captured in the correct scale, we proposed 
to search them in all the scales. Taking advantage 
of the scale-space theories[11]-[15], the extraction 
of characters become systematic and effective. As 
introduced previously, the scale-space images are 
generated by convolving input image with differ-
ent scale Gaussian functions. And the 2D Gaussian 
functions are decomposed into two 1D filters with 
equal parameters but orthogonal direction. Two 



                                                                             

parameters, filter width λ and smoothing factor σ, 
required for Gaussian filters are not fully inde-
pendent yet some constraints between them need 
to be discussed.  

The range of smoothing factor σ is determined 
from experiments that a better choice of it is from 
1 to 16, for the input image sizes ranged from 
640×480 to 2048×1536. Two factors are needed to 
be considered about the sampling frequency of σ: 
the resolution of the target characters and the 
available computational resources(including 
processing time). These two factors play roles of 
trade-off and often determined case by case. We 
choose to set σ of a scale double of that of the pre-
vious scale for convenient computation, i.e., 
σ2=2σ1, σ3=2σ2 …, where σ1, σ2, σ3…, are the 
corresponding smoothing factors of the scale 
numbered 1,2,3,…. As a result, the choice of 
smoothing factors in our case is, σ1=1, σ2=2, 
σ3=4, σ4=8, and σ5=16. Consider factors of noise 
and sampling frequency in the spatial domain, the 
larger size the character is, the more stable and 
better result can be achieved by a larger σ in the 
extraction. Ideally the width λ of a Gaussian filter 
is infinity, while in real case it is reasonably to be 
integers to match the requirements of digital com-
puters. Furthermore, the integers cannot be large 
due to limited computation resources and only odd 
integers are chosen such that each convolution 
output can be aligned to the center of a pixel. The 
smoothing factor σ is in other words the standard 
deviation of the Gaussian distribution. Smaller σ 
has better response on edges but yet more sensitive 
to noise. When σ is small, there is no need to 
define a large λ because the filter decays to a very 
small value when it reaches the boundary. In this 
paper we propose to choose the two parameters 
satisfying the following inequality, 

.Nn,n& ∈∀+=×≥ 12      7 λσλ  (6) 

Consider to the limit, when λ equals 7σ , the filter 
magnitude at the boundary point xb =(7σ-1)/2 
(center point xc=0) becomes 
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It states that the filter magnitude falls to less than 

0.1% of that of the center and is reasonably to be 
ignored. 

An efficient way to generate the smoothed im-
ages is taking sub-sampling. As explained above 
that the filter width is better chosen λ≥7σ, it makes 
the filter width grows to 112 if the smoothing fac-
tor reaches 16 in scale number 5. This leads to a 
large amount of computation in real case if the fil-
ters are implemented in such a long size. To avoid 
expanding the filter width directly, we take use of 
sub-sampling on images of smoothing factors σ>1 
based on the truth that the information in images 
are decreased as the smoothing factors increase. 
The smoothed images are divided into several oc-
taves that the length and width are one half of 
those of the previous octave. There are two images 
in each octave and their differences are computed 
to produce the desired Differ-
ence-of-Gaussian(DOG) image for later 
processing.  

Let the length and width of the input image I(x,y) 
be L and W respectively. In the beginning, I(x,y) is 
convolved with Gaussian filter G(x,y,σa) to gener-
ate the first smoothed image, I1(x,y) for the first 
octave. σa is the smoothing factor of the initial 
scale and selected as 1 (σa =σ1) in our experiments. 
The smoothed image I1(x,y) is used to convolve 
with Gaussian filter G(x,y,σb) to generate the 
second smoothed image I2(x,y), which will be used 
to subtract from I1(x,y) to get the first DOG image 
D1(x,y) on the octave and sub-sampled by every 
two pixels in each row and column to produce the 
image I2'(x,y) for the next octave. It is worth to 
note that an image sub-sampled from a source im-
age has smoothing factor equal to one half of that 
of the source image. The length and width of im-
age I2'(x,y) are L/2 and W/2, and the equivalent 
smoothing factor is (σa+σb)/2. As the σb is selected 
to be same as the smoothing factor σa of the initial 
scale, the image I2'(x,y) therefore has the equiva-
lent smoothing factor σ=σa, and is served as the 
initial scale of the second octave. The image I2'(x,y) 
is convolved with G(x,y,σb) again to generate the 
third smoothed image, I3(x,y), which can be sub-
tracted from I2'(x,y) to produce the second DOG 
image D2(x,y). The same procedure can be applied 
to the remaining octaves to generate the required 



                                                                             

smoothed images I4 and I5, and differ-
ence-of-Gaussian images D3 and D4. Fig.1 illu-
strates the procedure to produce the smoothed and 
DOG images. 
 

 
Fig.1: The procedure to produce Difference-of- 

Gaussian Images 

 

B. Grouping of the Difference-of-Gaussian Images 
As shown in Fig.2, an ideal edge (unit step) can 

be separated into two regions by convolving with a 
DOG function, one region has positive re-
sponse(x>0) and the other has negative re-
sponse(x<0). Besides, it tends to generate two 
peaks (positive peak A and negative peak B) near 
the edge which are opposite in sign and are robust 
to represent the existence of the edge. This prop-
erty is useful to separate the target characters from 
background while minimizing the impact of noise 
and illumination change.  

To find the interested characters in the DOG 
image, the first step is to apply connected compo-
nents analysis to connect pixels of positive (or 
negative) responses into groups. Black characters 
(compare to background) can be extracted by neg-
ative responses while white ones can be extracted 
by positive responses. The analysis tends to con-
centrate on the pixels of peaks i.e. the set of A or 
B in Fig.2 and often forms groups along the edges 
to generate the boundaries segmenting target cha-
racters from background. After connected compo-

nents analysis, all the groups are filtered by their 
sizes and eliminated if their sizes are not falling 
into the desired range. The most stable sizes for 
extracting general characters on each octave are 
ranged from 32×32 to 64×64. Characters sizes 
smaller than 32×32 are easily disturbed by noise 
and result in incorrect results. Note that characters 
sizes larger than 64×64 can be extracted on the 
next octave. 
 

 
Fig.2: An ideal edge(upper graph) and the re-
sponse(lower graph) of convolution with a DOG 
function(σ1 =2;σ2 =4) 
 

It is worth highlight that the DOG response, 
behaving like band-pass filtering, is robust to de-
sired frequency bands (like edges) but maybe un-
stable to DC (like flat surfaces). Fig.4 shows an 
image of a license plate and its DOG image shows 
only pixels of negative response in white pixels. It 
is apparent that the white pixels in Fig.4(b) is sta-
ble along the edges but irregular on large flat sur-
faces(some areas inside characters N and W). Al-
though these pixels won’t affect the extraction re-
sult of the characters, they will occupy a lot of 
computation resources and slower down the 
processing speed. A best way to deal with this 
characteristic is taking threshold since it is often 
made of small perturbations near zero responses. 
Fig.4(c) shows the binary image after taking thre-
shold.   

(a).  



                                                                             

(b).  

(c).  

Fig.4 (a) An image of License plate and (b) binary 
image, white pixels are formed by negative res-
ponses of DOG image. (c) Thresholded image. 
 
 

IV. EXPERIMENTS 
The test images in the experiments are captured 

around our campus and the characters inside are 
very common in our daily life. For examples, li-
cense plates, elevators, telephones, mobile phones, 
clocks, calculators, computer keyboards… During 
the experiments, all the test images are converted 
into 8-bit gray-scale images and the sizes of them 
are re-sampled to 640×480. The experiments re-
sults are collected into three bins by different cha-
racters sizes (size1: 16×16, size2: 32×32, size3: 
64×64) and measured by the true positive rate 
(TPR), i.e., the rate that the true characters are ex-
tracted successfully in the test image. The discus-
sion is focused on the stability to several imaging 

factors, such as noise and illumination change. A 
character is considered as successfully extracted if 
it is isolated from external objects and the grouped 
pixels can be recognized by human eyes. 

Due to page size limitation, only six test images 
and the results of extraction are shown in Fig.5. 
We use blue rectangles to show the character can-
didates by negative DOG responses and red rec-
tangles by positive DOG responses. 
A. Stability to Noise 

There are two different kinds of noise used in 
the experiments, one is pepper and salt noise and 
the other is quantization noise.  
Five levels [1% ~ 5%] of pepper and salt noise are 
added in the test images; wherein 5% stands for 
that one pepper or salt appears in every 20 pixels. 
From the simulation result in Fig.6, we can see 
that the characters with larger sizes are more ro-
bust against pepper and salt noise. If an image 
contains characters of sizes smaller than 16×16, it 
is suggested to extend the width of Gaussian filter 
to increase the stability against noise. 

For quantization noise, we added 5 levels[0.8%, 
1.6%, 2.4%, 3.2%, 4.0%] of noise into each pixel. 
The 0.8% noise level is equivalent to add 1 or -1 
randomly into the 8-bit gray-level image. From the 
simulation result in Fig.7, the same conclusion can 
be obtained as previous result that bigger charac-
ters tend to be more stable against quantization 
noise. In addition, to reduce the impact of quanti-
zation noise, an input image of higher gray-level 
resolution is preferred, e.g., 12-bit or 16-bit will be 
much better than 8-bit resolution for unknown 
light condition and environment. 

 

    

(a) (b) 



                                                                             

    

(c) (d) 

    

(e) (f) 

Fig.5. Several test images in the experiments and the extraction results 
 
 
B. Stability to Illumination change 

It is found that the proposed method is very ro-
bust and almost no change on extraction rate when 
the illumination is changed by constant factors,  

( ) ( )y,xky,x' II ⋅=  (8) 

where k is a constant and must be a reasonable 
value to prevent the images fall into conditions of 
saturation or zero intensity. It also means that the 
rate of success extraction will not be decreased by a 
DC change in illumination.  

For the non-DC change of illumination, we mul-
tiply each image by four directional light sources L1 
to L4 to imitate the responses under different illu-
mination  
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where the W and L are respectively the width and 
length of the test image. After the light sources are 
added, the experiments of noise analysis in section 
4.1 are repeated to simulate the effect of illumina-
tion change. 

Fig.8 and Fig.9 show the result of noise analysis 
after illumination change by adding the light 
sources L1 to L4. We can see that the illumination 
change has very little influence to the result of 
noise analysis. It causes only about 3% drop on the 
TPR. 

 

 
Fig.6: Pepper and salt noise analysis  

 



                                                                             

 
Fig.7: Quantization noise analysis 

 
A detail analysis indicates that insufficient 

gray-level depth makes some edges disappeared 
under illumination change and becomes the major 
reason for TPR drop. In other words, if the 
gray-level depth is enough, the proposed method is 
very robust against illumination change. 

 
V. Conclusions 

A method to extract isolated characters is pre-
sented using Difference-of-Gaussian function. The 
method incrementally convolves the input image 
with different scale Gaussian functions and mini-
mizes the computations in high scale images by 
means of sub-sampling. The characters are found 
by connected components analysis on the Differ-
ence-of-Gaussian image and filtered by expected 
sizes. The experimental results demonstrate the 
success of the proposed method and robustness 
against noise and illumination change. 

 

 
Fig.8: Pepper and salt noise analysis after illumina-
tion change 

 

 
Fig.9: Quantization noise analysis after illumina-

tion change 
 

The DOG images contain many features that are 
robust and distinctive for isolated characters. How 
to normalize the extracted characters and recognize 
them quickly and robustly based on the DOG im-
age is a direction for future research.  
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