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Abstract

In a mesh multicomputer, to perform jobs needs
to schedule submeshes according to some processor
allocation scheme. In order to assign the incoming
jobs, a task compaction scheme is needed to generate
o larger contiguous free region. The overhead of
compaction depends on the efficiency of the task
migration scheme. In this paper, two simple task
migration schemes are first proposed in 3D mesh
multicomputers with supporting dimension-ordered
wormhole routing in one port communication models.
Then, a hybrid scheme which combine advantages of
the two task migration schemes is discussed. Finally,
we compare the performance of all of these proposed
approachs.

Keywords: Dimension-ordered routing, mesh multi-
computers, parallel processing, task migration, worm-
hole routing.

1 Introduction

In a mesh multicomputer, to perform a sequence
of jobs needs to schedule submeshes according to
some sepecific processor allocation strategy, where
each job allocates processors in a submesh with
appropriate size. Number of research aimed at
processor allocation and job scheduling schemes
in hypercubes [3] [4] and mesh multicomputers(2]
(5] (6] (9] [11].

Given a job, the mesh system will first allocate
processors, then execute job, and finally free pro-
cessors. After a lot of allocation and deallocation
process, the mesh system became fragment. In
such condition, a new job can not be scheduled to
execute on'this mesh due to lack of large enough
contiguous area of processors, even if the number
of free processors is sufficient. So, a task migra-
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tion which moves running jobs from source proces-
sors to target processors is needed to increase the
system utilization. Efficiency of task compaction
is measured by the transmission latency of task
migration. A lot of researchers design fast task
migration schemes in hypercube by exploring dis-
joint paths between two subcubes. In hypercube,
the larger the degree of the node the more the
parallel pathes exist. However, the degree of each
node is fixed to be 6 in 3D mesh system. In most
case, it is impossible to find out the parallel paths
between two submeshes. The objective of this pa-
per is to minimize the tramission latency of task
migration by means of transferring the job in a
way of several phases.

In recent parallel computer machines, worm-
hole routing is the most important switching tech-
nique. In this paper, we use 3D mesh mul-
ticomputers supporting one port communication
with dimension-ordered wormhole routing as tar-
get machines. We first present two task migration
schemes in 3D mesh multicomputers. Then a hy-
brid task migration scheme is presented. Finally,
we use performance analysis to compare all of our
proposed task migration schemes.

In the next section, we first introduce the sys-
tem model of mesh multicomputer and describe
the problem to be solved. In Section 3, two task

- migration schemes are presented in 3D mesh mul-

ticomputers, and then a hybrid approach which
integrates these two schemes is proposed. Perfor-
mance analysis of various cases are demonstrated
in Section 4. Section 5 is the conclusion.

2 Preliminaries

In this section, we introduce our system model



for designing the task migration schemes on a 3-
dimensional mesh multicomputer. The mesh mul-
ticomputer system is composed of nodes, each
node is a computer with its own processor, local
memory, and communication link, each directed
link connects to two neighboring nodes through
network [7] {8]. A common component of nodes
in a new generation multicomputer is a router.
It can handle and control the message communi-
cation entering, leaving, and passing through the
node. The architecture of the 3D mesh network
system used in this paper is to provide dimension-
ordered wormhole routing with one-port commu-
nication, in which one node can only send and,
simultaneously, receive a worm from the other re-
spective nodes at the same time. The dimension-
ordered routing used in this paper is assumed to
route messages to destination nodes first along X-
direction, then Y-direction, and then Z-direction
on the mesh.

A three-dimensional mesh system M (D, W, H)
consists of N = D x W x H number of pro-
cessors arranged in an D x W x H three-
dimensional grid, where D, W, H represent as the
depth, width, and height respectively. A pro-
cessor in the grid is denoted by the coordinate
(z,y,2). Let M(D,W,H) denote the set of pro-
cessors {(0,0,0),...,(D -1, W —1,H - 1)}. We
define the submesh SM(d,w,h) with depth d,
width w, and height h in the mesh M(D,W, H)
that is a rectangular grid of processors embed-
ded into M(D,W,H). SM(d,w,h) represents
{(mlaylazl)v R ($2a Y2, 32)}7 where (CB1,y1,Z1)
and (z2,y2, #2) are the coordinates of the bottom-
left-front and top-right-back corners respectively,
where d = 22 — 21 4+ 1, w = Yy —y1 +
1, and B = 2z — 2z + 1 Here used in
this paper we assume that the source submesh
is Sﬂf[(dew h) = {(zl7y17z1)’ sy (l‘g,yz,ZQ)}
and the destination submesh is SM'(d,w,h) =
{(z3,y3,23),-..,(T4,Y4,24)}. These two sub-
meshes with both of the same shape and size are
located in different locations with allowing them
to be partially overlapped. One node (z,y,z) in
SM(d,w, h) is needed to route its assigned subtask
to the corresponding destination node (z/,y/, 2/) in
SM'(d, w, h), where

~
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3 Task Migration

In this section, two task migration schemes are
first proposed in 3D mesh multicomputers based
on dimension-ordered wormhole routing. Then,
we propose a hybrid scheme in order to minimize
the total routing latency.

3.1 Diagonal Scheme

In this subsection, a task migration approach
which explores disjoint paths in mesh multicom-
puter with dimension-ordered wormhole routing
is proposed. First, we use the following exam-
ple to illustrate the main idea of the developed
task migration scheme. A task with several sub-
tasks allocated to a 5 X 4 x 3 submesh is needed
to be migrated to another 5 x 4 x 3 submesh
on a mesh {(0,0,0),...,(11,11,11)} as depicted
in Figure 1. The task in the source submesh
{(1,1,1),...,(5,4,3)} is needed to be migrated to
the destination submesh {(6,7,8),...,(10,10,10)}
in a 12x 12 x 12 mesh systems. We use a scheme to
migrate the tasks distributed in nodes located in
various X, Y, and Z axis, labeled by phases 1, 2,
3,4, and 5 to the corresponding destination nodes.
As shown in Figure 2, 12 nodes migrate their sub-
tasks to corresponding destinations respectively in
parallel. Note that each node migrate its subtasks
first along X-direction, then Y'-direction, and fi-
nally Z-direction. We can check out no common
links are used or shared in each phases. For exam-
ple, in Phase 1 if we project those selected nodes
to the Y-Z plane, then all nodes will fall in dif-
ferent position. We can conclude that no two
nodes will share or use the same link along X-
direction. Similarly, it is easy to verify that no
two nodes will share or use the same link along Y-
direction and Z-direction too. Therefore, in each
phase, the routing is congestion-free based on di-
mension ordered routing in one-port communica-
tion, in which one node can simultaneously send
out and receive from one worm at a time. There
are totally five phases needed to complete the task
migration tasks in this example. ‘

Next, we generalize the above descriptions of
the migration routing scheme in more detail as
follows. In order to avoid congestion during per-
forming dimension-ordered routing, the nodes in
the source submesh needed to route their subtasks
to the corresponding nodes are in different rows
and columns when we project on XY-plane, Y Z-
plane, and X Z-plane respectively. Therefore, we
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Figure 1: Task migration between two & x 4 x 3
submeshes in a 3D mesh with dimension-ordered
wormbhole routing.

take into account using the diagonal scheme to
migrate these subtasks. Here we only state how
to initialize the task migration from the source
submesh because it is easy for each pair of nodes
(z,y,2) and (&',y, 2') to identify the routing from
source to destination.

Here the source submesh SM(d,w,h) is as-
sumed to be {(z1,y1,21),...,(%2,¥2,22)} where
d=zo—m+1l,w=ys—y+1l,and h = z0—2z1+1.
We state how to arrange the routing phases P, for
1 < k € max(d,w, h). The routing during migra-
tion is one-by-one from phase Py t0 Praz(d,w,h)-
For each phase Py, all of nodes (z,y, z), which are
lying on planes

z+y+z=c-max(d,w,h)+k, (2)

are scheduled to simultaneously migrate their sub-
tasks to their corresponding destinations, where
¢ is intergers, z1 < T < T2, 1 < ¥ < Y2,
71 < 2 < z3,and 1 < k < max(d,w,h). Clearly,
we have a lot of parallel planes z +y + 2z = H',
where (21 +y1 +21) £ H' < (22 +y2 + 22). From
the above description, the entire task distributed
to all nodes in the source submesh is migrated to
destination submesh in max(d,w, h) phases. We
prove that the routing is congestion-free in each
phase below. In addition, we prove that the num-
ber of routing phases is minimum with congestion-
free routing in one-port communication model.

Phase 5

Figure 2: Schedule of each phase in task migra-
tion process using the proposed diagonal scheme.
Those circles filled with black indicates processors
which can be migrated to destination position with
congestion-free manner in each phase.



Theorem 1 In the diagonel scheme, the routing
in each phase is congestion free.

Proof: We will show that in each phase, there is
exactly one node occupying the X-direction com-
munication channels. By:projecting nodes that
are scheduled in the same phase to plane z = 0,
all nodes will have different locations, so we have
that all these nodes are congestion free along X-
direction. We prove these arguments in what
follows. We have planes z +y + z = H for
71 K2 <320 Sy Sy and 5 £ 2 < 22
where 1 + 1 + 21 < H < x2 4+ y2 + 2. In phase
Py, nodes in plane

T+ y+z=c-max(d,w,h) + k, 4 (3)

are scheduled to migrate subtasks to destination.
Assume (z*,y*,2*) is an node on the plane in
Equation (3). Projecting (z*,y*,2*) onto the
plane £ = 0 generates an corresponding position
(0,y*,2*). If there are more than one nodes pro-
jecting onto plane z = 0 generates the same lo-
cation (0, y™, z*), then these nodes will cause con-
gestion when applying X -direction communication
channels. So, we have to prove that there are ex-
actly one nodes in phase P, project onto the spe-
cific position (0,z*,y*). Assume nodes (z,y*,z*)
project onto (0, z*,y*), then

T +y* + 2" = ¢ -max(d,w,h) + k
After some manipulation, we observed that
z = ¢-max(d,w,h) + (k- y* — 2%).

Because 71 < z < 2, the following inequation
holds:

11 < c-max(d,w,h) + (k—y*—2*) <z (4)

= 0 < cmax(d,w, h)+(k—y*—2*—z1) < (z2—z1).

(5)

= 0 < cmax(d,w, h)+(k—y"—2"—z1) < max(d,w, h).

(6)
Because k — y* — z* — x7 is constant, there will be
only one ¢ satisfies the Inequation (5). So, for fixed
y* and z*, there will be only one z* fulfill equation
(3). Tf the projected positions of all of these nodes
are all different, then we can conclude that all of
these nodes are congestion free along X -direction.
The same arguments can be applied to ¥ and Z
direction. If all of three direciton are congestion
free, then we conclude that the migration process
is congestion free.

C-423

Theorem 2 The number of phases, max(d, w, h),
with congestion-free routing is minimum based on
dimension-ordered routing in one port comimuni-
cation model.

Proof: Based on dimension-ordered routing,
there are ‘at most w X h nodes delivering data along
X-direction simultaneously, at most d x h nodes
delivering data along Y'-direction simultaneously,
and at most w x d along Z-direction simultane-
ously. For a submesh SM(d, w, h), therefore, there
are at most min(w x d,d x h,w X d) nodes be-
ing simultaneously able to route their data in a
way of congestion-free transmission. It is limited
by boundaries of SM(d,w, h); that is, the limita-
tion is on the minimum value of depth, width, and
height. Therefore, the minimum number of rout-
ing phase are min{wi’,‘lj‘é’;’;’wxd}, where d X w X h
is the total number of nodes on the submesh
SM(d, w,h). According to Theorem 1, each phase
is congestion-free. We need exactly max(d,w, h)
phases. Thus, the minimum number of routing
phase, m% = max(w, h,d), whose
value is minimum.

1

3.2 Gathering-Routing-Scattering Scheme

We next describe our second task migration
scheme based on two collective communication
schemes, gathering and scattering operations{7],
as follows. Without loss of generality, we as-
sume the source submesh has maximum length in
X-direction. We use the gathering operation on

‘nodes in the same X-direction to collect each sub-

tasks of each node into one node. After the node
migrates combined subtasks to the corresponding
destination node, we use the scattering operation
on nodes in a line along X-direction to disperse
a couple of subtasks assigned to the destination
node, to their respective nodes in the destination
submesh. The gathering and scattering schemes
can be referred to [7] and [11]. It is noted that
the node in the end of line along X-direction is re-
ceived the total amount of subtasks while we per-
form the gathering. It is necessary for routing to
the node located at the designed position of spe-
cific phase to take an additional routing step in
the source submesh. The scattering operation is
also needed an additional routing step to route the
data from one designed node located on the posi-
tion of specific phase, to the node in the end of a



line along X-direction in the destination submesh.
If the source mesh has maximum length along Y
or Z-direction, the above description holds.

Without loss of generality, assume the submesh
has maximum length in X-direction. All of nodes
(x,y, #) located on planes z+y+z = c-max(d, w, h)
are gathering subtasks distributed within all of
nodes in X-direction of (z,y, z). The node (z,y, z)
next migrates the combined subtasks to the corre-
sponding node (z',y’,z’). The node («',y’,2') fi-
nally scatters the combined subtask to the respec-
tive destination nodes on lines along X-direction
to complete the task migration. Similar argu-
ments holds when the maximum length is with
Y-direction or Z-direction communication chan-
nels.

Theorem 3 The gathering-routing-scattering
scheme ts congestion-free in each phase.

Proof: In this approach, all of the gathering and
scattering steps are congestion-free[7][11]. The
middle step, the nodes scheduled to combine sub-
tasks to the corresponding destination nodes, is
alos congestion-free, which was shown in Theorem
1. Thus, the gathering-routing-scattering scheme
is congestion free in each phase.

L

3.3 Hybrid Scheme

In this subsection, we present a hybrid task mi-
gration scheme on the basis of dimension-ordered
wormhole routing. We combine two schemes
stated in the previous subsections to a hybrid one.
We first partition the source submesh SM(d,w, h)
into several cuboid subpartitions, which is also of
submesh form with the size of px gxr. That is the

number of subpartitions is [—g-l X [%-l x [2], where
[%] is the depth, ’-%] is the width, and [2] is the
height of the partitoned submesh. In the following,
we state how to use the combined scheme to per-
form task migration. We first partition the source
submesh into subpartitions. We then use the gath-
ering scheme to collect subtasks into nodes, lo-
cated at the designated positions, depending on
the size of d, w, and h. This step is similar to the
gathering-routing-scattering scheme we proposed.
After that, we use the diagonal scheme, scheduled

with max( [%" , }-—l";— ,[21) phases, to route the ag-

gregated subtasks to their corresponding nodes.
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In this step, each subpartitions is represented as a
supernode to transfer their subtasks on each node
to its corresponding destination subpartition. Fi-
nally, we use the scattering scheme to distribute
subtasks on the direction which is with the maxi-
mum length in each partition to complete the task
migration.

Theorem 4 The hybrz’d scheme is congestion-free
in each phase.

Proof: The gathering scheme is first used to
collect subtasks in each subpartition on X, Y,
or Z-direction; heuce, it is congestion-free. It
is also congesticn-free that each node sched-
uled in the same nHnase in each subpartition mi-
grates its comviaed subtasks to its correspond-
ing node. By Theorem 1 and 3, we know that
this step is also congestion-free. The next step
is to route the combined subtasks, scheduled with

max( [;{I , [%" » | 2]) phases, ato their correspond-
ing nodes. Finally, the scattering scheme is used
to distribute each subtask in each subpartition
on X, Y, or Z direction; hence, it is congestion-
free. Therefore, the proposed hybrid scheme is

congestion-free in each phase.

L

4 Performance Analysis

In this section, we will compare our developed
schemes via performance analysis. At the be-
ginning, some parameters measured and used in
our proposed schemes are first described in below.
Here assume that the startup latency is t; and the
transmission time of a it (or byte) is ¢, on a link
between two neighboring nodes. We also assume
that the size of subtask distributed in each node is
the same, m flits for analyzed convenience. In gen-
eral, in the wormhole routing model, the latency,
a node sends one message with m flits to another
node, is t5 +t; x m[7] [8].

Because the hybrid-scheme is combination of
the diagonal scheme and the gathering-routing-
scattering scheme, we first discuss the total trans-
mission latency related to the hybrid task migra-
tion scheme in below. The hybrid task migra-
tion needs three steps, gathering, diagonal rout-
ing, and scattering steps. In the gathering, it takes
max([logp]| + 1, [logg] + 1, [logr] + 1) time steps
to collect these subtasks into one node located at
the designated lines of nodes in each subpartitions.



The combined message size is two times of that
of previous one and we need one extra step to
transmit the final combined subtasks to the node
located at the position in the designated phase.
Thus, the final total size of the collected message
is max(m2MiogzP1 m2Moesdl malleez71) This con-
cludes the gathering step takes the time in below
which can be obtained by the above derivations.

max([logp] + 1, [log q] + 1, [logr] + 1) x ¢,

4+ max(m218221 malles2al olleszrly oy

Tgather' =

In the diagonal routing step, we need
max(l'g], [%1, [%]) phases to migrate these com-

bined subtasks in this step by our proposed diago-

nal scheme. Thus, the diagonal routing is to take
the time in below.

d w

Tdiugonul - max( IV_“ ) [_] » [%] )x(ta“’max(mpv mq, mT)th)

P q

Finally, the scattering step takes the same time
as the gathering step in below.

max({[logp] + 1, [logq] + 1, [logr] + 1) x t,

+ max(m2“°52 Pl , mzrlosz q] , malies2 Ll ) X ta.

Tscattenr =

Thus, we have the total transmission time

Thybrz’d = Tgather + sz’agonal + Tscatter-

We know that the first two schemes proposed in
the previous section is the special case of the hy-
brid scheme. The first task migration scheme, di-
agonal scheme takes the transmission time in be-
low not containing the gather and scatter steps;
thatis,p=1,=1,and r = 1.

Ty = max(d,w,h) X (t; +m X t;)

The second task migration scheme, gathering-
routing-scattering scheme, is to take the transmis-
sion time in below; that is, p = d, ¢ = w, and
r=h.

T 2 x (max([logd] + 1, [logw] + 1, [log h] + 1) % &
max(m?r“’gzd] , malteszw] ,m2“°92h1) * ta)

+
+  (ts + max(md, mw, mh) X tz).

From the above analysis of time complexity,
we know that the amount of startup latencies,
max(d, w, ), in the diagonal scheme is larger than
that of 2 x (max([logd] + 1, [logw] + 1, [logh] +
1) + 1) in the gathering-routing-scattering scheme
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in general. That is the reason why we use the col-
lective communication to reduce the total amount
of startup latency in migrating a task. How-
ever, the transmission size of the message between
two submeshes in the diagonal scheme is gener-
ally smaller than that in the gathering-routing-
scattering scheme. The hybrid scheme, therefore,
is proposed for optimizing the time of migrating
one task. In order to minimize the total amount
of transmission delay Thyeria, it is necessary for us
to derive the optimum partitioning with respect
to the values of p and ¢ for a specific kind of mesh
architecture.

Here we give some assumptions to the param-
eters of system architecture for the use of ana-
lyzing the routing performance. This analysis is
formed on a 64 x 64 x 64 submesh accommodating
a job needed to be migrated to another location.
We have the message startup latency ¢; is 1.0 mi-
crosecond for the small startup latency and &5 is
10.0 microseconds for the large startup latency.
The transmission time of a flit ¢; on a link is 20.0
nanoseconds. The amount of a task in one node is
assumed to be m flits; here we have the different
values of 100, 300, and 600 flits to be discussed.

We discuss the impact on the transmission la-
tency when using different partitioning sizes, i.e.,
we have different values of p X ¢ x . In order
to balance, the routing phase and the subparti-
tions are with the shapes of the size of 1 X 1 x 1,
2x2x2 4x4x4, 8x8x8 16 x 16 x 16,
32 x 32 x 32 and 64 x 64 x 64 used in our perfor-
mance analysis. In the case of 1 x 1 x 1, that is to
the diagonal scheme. In the case of 64 x 64 x 64
that is to the gathering-routing-scattering scheme.
For the small startup latency; the incurred trans-
mission latency are shown in Fig. 3. For large
startup latency, the incurred transmission latency
are shown in Fig. 4. As shown in Fig. 3, the min-
imum transmission latency occurred in the parti-
tion size 8 x 8 X 8 in all three messages size. This
means that the hybrid approach has better perfor-
mance than diagonal scheme or gathering-routing-
scattering scheme only. We also note that in small
startup latency, the diagonal scheme (1 x 1 x 1)
has smaller transmission latency than gathering-
routing-scattering scheme (64 x 64 x 64) in large
message size (600). On the other hand, when
the message size is small, the gathering-routing-
scattering scheme has smaller transmission latency
than diagonal scheme. In the case of large startup

“latency, Figure 4, hybrid scheme with subparti-
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tion size 16 x 16 x 16 has minimin transmission
latency. Also, in all message size, the gather-
routing-scattering scheme is better than diagonal
scheme. This is because in large startup latency,
the gather-routing-scattering has better efficency
than diagonal scheme.

Briefly, from the above analysis, we have the
following comments and suggestions as perform-
ing task migration. Generally speaking, we use
the first scheme, the diagonal scheme, to perform
task migration to gain the minimized transmission
latency as the startup latency is smaller. It is eas-
ily to find out the time as using the second scheme
is usually the most larger that as using the oth-
ers as show in Figure 6. Thus, the second one
is more unsuitable for performing task migration.
The reason is that the collective communication
used in each X, Y, or Z-direction is to take a lot of
time so as to collect a large amount of messages.
However, we have to take into account the factors
of affecting the transmission latency, including the
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message size assigned in each node, the startup la-
tency, as well as the partitioning size and shape
together as the hybrid scheme is used. By evalu-
ating these factors together, we are able to get the
optimum solution with having the minimum time
of Thrbrid-

5 Conclusion

In this paper, two simple task migration
schemes are proposed in 3D mesh multicomput-
ers with supporting dimension-ordered worm-hole
routing in one-port communication model. Fur-
thermore, a hybrid task migration scheme was pro-
posed with the attempt to minimizing the rout-
ing latency. Finally, we compare all of our pro-
posed task migrations schemes via performance
analysis. In addition, we discuss how to easily ap-
ply our proposed task allocation schemes to some
different processor allocation schemes with con-
tiguous methods. We will exploit and investigate
the task migration schemes on higher dimensional
mesh multicomputers in the future. The other re-
search work is on investigating the job scheduling
approaches, integrating task migration and pro-
cessor allocation together, and evaluating the en-
tire system performance including system utiliza-
tion, job response time and more.
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