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ABSTRACT

In this paper, we propose a novel Chinese character
recognition method. In our approach, the 2-D input
character is first converted to a 1-D stroke string. After
stroke extraction, the stroke sequence is rearranged in
which strokes with similar orientation are located
consecutively. By special organizing, strokes that fail to be
extracted correctly will be located adjacently in the
rearranging stroke string. Some intra-character spatial
relationships are recorded in an adjacency matrix. In the
recognition stage, the adjacency matrix of input character
and that of character in the database are compared. Since
both the two adjacency matrices are built by its own
character, the relative relationships between strokes will
not be influenced by rotation and translation distortions.
Finally, the similarity between input character and
reference character is assessed by growing stroke window.
Experimental results show that the proposed method is
feasible. Besides, it can also resolve the problems
inherited from the stroke extraction stage.
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1.INTRODUCTION

Chinese character recognition is admitted as a very
difficult problem in character recognition due to (1) very
large character set, (2) high complexity of Chinese
characters, and (3) many similar character patterns. Many
authors have taken the challenge and proposed various
algorithms trying to get satisfactory result. According to
the features used in the recognition of Chinese characters,
there are two kinds of recognition mechanisms: one is

based on statistic features[1],[2],[3], another is based on
structure features[4],[5],[6],[71.[8].

Structure features include line segments, strokes,
and fork points along with spatial relationships between
them. For those recognition schemes that use structure
features, some preprocessing processes are first applied to
obtain the skeleton of character, and then extract the
needed features. The result of feature extraction is the
most important factor that influences the result of
recognition. However, fork point is not a stable feature
due to bad input image or the distortion generated by
previous feature extraction process. The consequence is
that the extracted strokes (or line segments) may be
incorrect. These problems include merging two touching
strokes together and splitting one stroke into two strokes.
The former is very difficult to be detected and recovered
just by some simple rules. The latter can be improved by
some algorithms, though a perfect solution is still absent.
Relaxation method[5],[6],[7] and dynamic programming
technique[8] are commonly used to be the kernel of
recognition mechanism based on structure features.

In this paper, we propose a novel Chinese character
recognition method by modeling an off-line input
character as an on-line input character. First, we rearrange
the stroke order by the sequence with the horizontal
strokes being the first, vertical strokes followed behind,
right slanted strokes being the third, and left slanted
strokes being the last. The rearrangement causes the
strokes that own similar orientation appearing
consecutively in the sequence. The stroke order is
organized so that if two strokes of an input character are
formed by splitting from one stroke, then the two strokes
would be located adjacently in the rearrangement stroke
sequence. Similarly, if one stroke is formed by merging
two strokes, then the stroke will substitute the location for
that of the two merging strokes in the rearranged stroke
sequence (otherwise, they would not be merged together).



The Chinese character recognition problem now is
similar to the attributed string matching problem[9].
However, there are some differences between the two
problems. In the recognition of Chinese character, the
relationships between strokes are very important factors to
assess the similarity of two characters. That is, the
operations conducted on the symbols (strokes) in the
string should not just focus on the symbol (stroke) itself.
In our works, the recognition process is proceeded by
growing a “stroke window”. While a new stroke (symbol)
is to be assessed, the relationships between the stroke and
other strokes in the stroke window are evaluated. By
assessing the similarity of strokes in the stroke window,
the relationships between them are well considered.

While performing the recognition process, we
define a stroke window to be a reference of the
assessment of matching score. The stroke window is
increased step by step until a bad matching is reached.
Then, the stroke sequence is divided into two parts: one
possesses good matching score and the other possesses
bad matching score. The bad part proceeds the recognition
process recursively. Finally, the characters in the database
that own high matching score with the input character are
selected to be the output result.

The rest of this paper is organized as follows. In
section 2, the process for obtaining the rearranged stroke
sequence is described. Section 3 introduces the
recognition  process.  Experimental  results  are
demonstrated in section 4 to verify the validity of our
proposed approach. Finally, concluding remarks are given
in section 5.

2. STROKE ORDER REARRANGEMENT

In our work, the strokes of input character are
classified into four types: horizontal, vertical, 45-degree,
and 135-degree strokes. Before presenting the details of
the rearrangement of stroke order, we first assign one of
the four stroke types to each stroke. If the orientation of a
stroke is located in the interval of 340° to 20°, then the
stroke is regarded as a horizontal stroke. If the orientation
of a stroke is located in the interval of 70° to 110°, then
the stroke is regarded as a vertical stroke. If the
orientation of a stroke is located in the interval of 20° to
70°, then the stroke is regarded as a 45-degree stroke. If
the orientation of a stroke is located in the interval of 110°
to 160°, then the stroke is regarded as a 135-degree stroke.
The strokes are reordered by the sequence of horizontal
strokes being the first, vertical strokes being the second,
then 45-degree strokes, and 135-degree strokes being the

last.

The center point of each stroke is checked for the
rearrangement of stroke order. For horizontal strokes, the
sequence is rearranged from top to bottom and from left
to right. While considering one stroke, those strokes that
locate on a horizontal window below the object stroke are
also considered to cover the variations caused by the
stroke extraction process. These strokes, as well as the
object stroke, are ordered from left to right. The final
result will keep the spatial relationship among strokes.
That is, if two strokes, say a and b, are located on the
same horizontal level with (the center point of) stroke a
which is located on the left side of (the center point of)
stroke b, then stroke a is prior to stroke b in the
rearranged stroke string. Similar processes are applied to
vertical strokes except that it is reordered from left to
right and from top to bottom.

For 45-degree strokes, a 45-degree window is used
to cover the variations caused by the stroke extraction
process. The stroke that is located on the right-up side of
the window will be prior to those strokes that are located
on the left-down side of the window in the rearranged
stroke string. Similarly, for 135-degree strokes, a 135-
degree window is used to cover the variations caused by
the stroke extraction process. The stroke that is located on
the left-up side of the window will be prior to those
strokes that are located on the right-down side of the
window in the rearranged stroke string. Shown in Figure 1
is an example illustrating the final stroke string generated
by the rearrangement process. In Figure 1, horizontal
strokes 1, 4, 6, 7 are first ordered from top to bottom, then
vertical stroke 5 is ordered, finally, the 45-degree stroke 2
and 135-degree stroke 3 are reordered. Therefore, the
final rearranged stroke string is “1467523”.

As mentioned previously, the rearrangement of
stroke sequence can keep the spatial relationship among
strokes. Even if one stroke has been extracted as several
substrokes by the distortions around fork points, the
spatial relationship among these substrokes still remains
unchanged. Another kind of distortion is caused by the
touching of two strokes. For example, two horizontal
strokes in the character “fK” have been touched together
before stroke extraction. It is very difficult to rectify the
fault and extract the two strokes correctly. However, the
extracted long stroke will substitute the position for that
of the two touching strokes in the stroke string. In the
recognition stage, the long stroke will be regarded as
forming by the merging of two strokes comparing with
the database character “fK”.



Figure 1. The rearranged 1-D stroke string is “1467523”.

3. RECOGNITION

After the strokes embedded in a character have been
extracted, an adjacency matrix 4 corresponding to each
character in the database is built. Each element, 4,(7,)),
n=1,2,3, in the adjacency matrix represents the
relationship between stroke i and stroke j, where 4,(i,j)
represents the distance relationship between the center
points of strokes i and j, 4,(i,j) = cos™(i.j/|i||j|) represents
the angle relationship between strokes i and j, and A;(7,j)
= li|-jI/MAX(lil,}j)) represents the ratio of length
relationship between strokes i and ;.

While recognizing an input character, an adjacency
matrix B corresponding to the character is also built.
Assume that the input character possesses n strokes, then
all characters in the database that own n-4 to n+4 strokes
are chosen to be the candidates. For each candidate, a
matching score is calculated. If the matching score is
larger than a threshold, then the candidate is put into a
matching list. After all candidates have been checked, the
matching list is sorted descendingly. Finally, output the
matching list as the recognition result.

3.1 The Matching Process

Before discussing the details of the matching
algorithm, we first define “Score of Stroke Window”
(SOW). Let the rearranged stroke string of an input
character be IS,IS,,...IS;... IS;...IS, and that of
candidate character be CS,,CS,,...,.CS,,...,.CS,... CS..
SOW(i,j,m,n) is defined as the matching score between
IS,,...,IS; and CS,,...,CS (where j - i = n - m). While the
size of Stroke Window is equal to 1( i.e. i =j and m = n),
SOW(i,i,m,m) is the matching score between stroke i of
the input character and stroke m of the candidate character.
In this case, SOW is defined as:

SOW(I,I, m, m) - (e—DIST(l,m)/thdl X e—AGL(l,m)/thdZ)l/Z ,

where DIST(i,m) is defined as the distance of the center
points of stroke i and stroke m, AGL(i,m) is defined as the

angle between the two strokes.
If the size of stroke window is larger than 1, SOW
is formulated as:
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where S,(i,j,m,n) is the total matching score of stroke & in
the interval of strokes i and j, which is formulated as:
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where thd1l, thd2, and thd3 are the thresholds, whereas [ =
m+(k-i), and ¢ = m+(p-i). That is, the relative location
between strokes 7 and k is equal to that between strokes m
and /, and the relative location between strokes i and p is
equal to that between strokes m and g. Note that S, is the
measurement of the difference of three relationships
between input strokes & and p and that between candidate
strokes / and ¢. Figure 2 illustrates the calculation of S,
with the stroke window size equaling 3. Assume that the
adjacency matrices 4 and B that hold the three spatial
relationships are available. Then, calculate S,,,,, and
Syqe2) Tespectively. Finally, we can obtain S, which is the
product of S,,.,, and S,,., Note that Ak,p) and B(l,q)
hold relative relationships between the strokes of input
character and candidate character, respectively; and S, is
the difference measurement between the input character
and candidate character. Therefore, the matching
methodology possesses high tolerance to translation
variation and, in some range, rotation variation. The detail
of the matching methodology will be presented in the
following contexts.

Ak,
K (k,p)
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Figure 2. llustration of the calculation of S,.



Assume that the candidate character possesses a (or
B) strokes, and the input character possesses [ (or Q)
strokes, a = 3. Beginning with the first stroke in the input
character, the matching process increases the size of
stroke window step by step until the last added stroke, say
stroke k, possesses a bad matching score with other
strokes in the stroke window. That is, S,(1,k,1,k) is less
than a threshold. If the size of stroke window
continuously increases to 3 it means that there are so
many similarities between the input character and the
candidate character. The candidate is put into the
matching list. On the other hand, if the matching process
is halted by a bad matching stroke k, then the input stroke
k is regarded as the beginning of bad matching. Basically,
we consider that the candidate exactly matches with input
character. Therefore, we assume that there are some
problems appearing in stroke k. The problem may be
resulted from the disorder of stroke k in the rearranged
stroke sequence, or the distortions in the stroke extraction
stage. The latter may be caused by a redundant stroke, a
lost stroke, merging two strokes into one stroke, or
splitting one stroke into two strokes.

3.2 Dealing With The Distortions

There are five kinds of distortions may occur in the
extracted stroke. In this section we discuss the details of
each distortion and the solution of the proposed
recognition method.

For demonstration convenience, in Figures 3~4, the
gray circles are defined to represent strokes that possess
high matching score, and the black circles represent
strokes that have some problems in the matching process.
The white circles represent strokes that should be matched
recursively. Besides, for discussion convenience, stroke k
means the k-th (0 < k < j-1) stroke in the stroke window.

Case 1: The problem resulted from the disorder of a stroke

For the problem resulted from the disorder of a
stroke (say stroke k), we try to change the location of
stroke & with the stroke that is posterior to stroke & in the
stroke string, say stroke /. If the new score of S (1,k,1,k)
is larger than a threshold, then stroke / is moved and
inserted prior to stroke k. Now we have two groups of
strokes: one possesses a good matching score, and the
other possesses a bad matching score. The bad group will
proceed the matching process recursively. Finally, the
returned matching score is the product of the matching
score of good group and that of bad group.

Case 2: The distortions caused by a redundant stroke

For the distortions caused by a redundant stroke, the
k-th stroke is the beginner of bad matching. Since stroke k&

is redundant, the matching process will evaluate
SOW(i+k+1,j,mtk,n) (see Figure 3(a)) recursively. For
this kind of distortion, the final matching score is the
product of the score of good part and that of bad part.

Case 3: The distortions caused by a lost stroke

For the distortions caused by a lost stroke, the k-t
stroke is the beginner of bad matching. Similarly, since
stroke £ is next to the lost stroke (if the lost stroke exists),
the matching process will evaluate SOW(i+k,j,m+k+1,n)
(see Figure 3(b)). The final matching score is the product
of the score of good part and that of bad part.

Case 4: The distortions caused by the merging of two
strokes into one stroke

For the distortions caused by the merging of two
strokes into one stroke, the k-th and the (k+1)-th strokes
of candidate character are assumed to be merged together
and form stroke & of the input character. Therefore, the
stroke string is divided into two groups: one possesses a
good matching score and the other possesses a bad
matching score. Since stroke k of the input character
possesses similar orientation to that of strokes & and k+/
of the candidate character (otherwise they would not be
merged), and the center points of the two stroke k (stroke
k of input character and stroke & of candidate character)
are close, SOW(i,i+k,m,m+k) may be large enough to be
regarded as a good match. In such case, stroke k+1 will be
the beginner of bad matching. On the other hand,
SOW(i,i+k,m,m+k) may be less than the testing threshold.
Thus, stroke k is the beginner of bad matching. Since the
rearrangement of stroke order will keep the spatial
relationship between strokes, the merged two strokes
would be located adjacently in the stroke string. Referring
to Figure 4(a), for the case that stroke & is the beginner of
bad matching, the good matching group contains stroke i
to stroke i+k-1. To calculate the matching score of bad
matching group, strokes beginning with stroke k+/ of
input character are matched recursively with strokes
beginning with stroke k+2 of candidate character.
Similarly, for the case that stroke k+/ is the beginner of
bad matching (now pointer £ is located on stroke k+1, see
Figure 4(b)), the good matching group contains stroke i to
stroke i+k-2. Strokes beginning with stroke &k of input
character are matched recursively with strokes beginning
with stroke k+1 of candidate character. The larger one of
the two matching score is chosen to be the output of this
kind of distortion. Shown in Figure 4, the light gray
circles are the generated strokes by the merging distortion.

Case 5: The distortions caused by splitting one stroke into
two strokes



For the distortions caused by splitting one stroke
into two strokes, the processes are similar to that of case
4.

The matching process will proceed recursively until
all strokes are completely matched. Whenever there are
problems that halt stroke window increasing, the output
will be the largest one of the matching score of the five
types of problems as mentioned above. However, the
processes of dealing with the last two kinds of distortions
are actually included in the processes of dealing with lost
stroke and the redundant stroke. Consider Figure 4, the
strokes that cause distortions are skipped, and a new
stroke window matching process that contains the
remaining strokes is proceeded thereafter. The process is
actually equal to skipping one stroke in the case of
redundant stroke(Figure 3(a)), and then in the following
recursive steps, skip twice of the lost stroke(Figure 3(b)).
Therefore, in the implementation of the matching process,
only the first three cases are evaluated, and this greatly
improves the recognition efficiency.

4. EXPERIMENTAL RESULTS

In this section, experimental results are
demonstrated to verify the validity of the proposed
approach. The algorithm is implemented using C
language. For efficiency consideration, we limit the
recursive depth to degree 6.

The proposed recognition method has been
conducted on 1500 frequently used printed Chinese
characters. The database contains the standard strokes
string of each character extracted from Hei form
characters sizing in 120 by 120, and the input is the stroke
string extracted[10] from true type character. For the
character that possesses over 15 strokes, we divide the
stroke string into 4 parts (according to 4 types of strokes)
to get higher efficiency and to reduce the influence of
distortion. The final recognition result is the combined
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Figure 3. (a) Illustration of the matching relationship of the distortion caused by redundant stroke k where the black circle
represents the redundant stroke. (b) Illustration of matching relationship of the distortion caused by a lost stroke where the
black circle represents the unmatched stroke.
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Figure 4. Illustration of two possible matching relationships of the distortion caused by merging two strokes into one
stroke. The black circles represent the two strokes that are merged together.
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Figure 5. Handwritten testing characters (scanned image).



