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ABSTRACT

A two-layer image watermarking without resorting to
original image is proposed in this study. Two layers of
watermarking algorithms are employed to hide the same
watermarks in the spatial domain of an image
simultaneously. More specifically, the watermarking in
layer one can resist high-frequency destruction, while that
in layer two can resist low-frequency destruction. Although
the image is modified through two layers of watermarking,
the watermarks are still invisible. In addition to robustness
and invisibility, the proposed watermarking has other
advantages as listed below. First, the proposed embedding
technique is based on intra relative within the original
image rather than inter relative between the origina and
watermarked images such that the original image is not
required during detection process. Second, the proposed
watermark is composed of fixed and variable parts. The
former leads that the location and the existence of
watermark can be verified directly without referring to the
original watermark. The latter is involved to increase
flexibility and variety of watermarks. Third, the watermark
is a short serial number such that it can be duplicated. Due
to the duplicity, the majority voting strategy can be
employed to facilitate watermark detection. Finally, the
proposed method is simple and fast. It takes only one to two
seconds either in embedding stage or in detection stage.
Various experiments have been conducted to prove the
advantages of the two-layer watermarking such as
robustness, invisibility and practicability.
Key words: data hiding, digital watermark, patchwork,
copyright protection, two-layer watermarking.

1. INTRODUCTION

Due to the rapid growth of the digital representation,
information is easy to be recorded and backup. However, it
is adso easy to be transmitted, distributed and duplicated.
Especialy, the Internet is very popular in the recent year.
For example, when we publish image, sound, and video on
the World Wide Web, pirates would embezzle the digital
information. Moreover, the pirates maybe announce that
they are the owners of these data. Therefore, it is very
important to protect the intellectual property rights of the
digital information. The digital watermarking techniqueisa
good way to solve this problem.

Past research in digital watermarking can be broadly
classified into two categories. The first one performs the
watermarking in the transform domain (DFT/DCT)
[2,3,5,6,7]. The second one performs the watermarking in

the time/spatial domain (DFT/DCT) [1,4,8].

In this study, we propose a novel two-layer
watermarking on 256-gray-level images. The watermark is
aserial number and embedded in spatial domain. Two-layer
watermarking means that two kinds of watermarking
techniques are employed simultaneously. In other words,
there are two embedding and detection algorithms. Actually,
the two watermarking techniques can not interfere with
each other. To increase the practicability of watermarking,
the watermark is designed to be detected neither resorting to
the original image nor the origina watermark in the
proposed method.

The layer-one watermarking is based on the DC
component that will not be changed or only mild changed
during high-frequency attack. Thus, the layer-one
watermarking can resist high-frequency attack such as
JPEG, blurring, mean filer, median filter, etc.

The layer-two watermarking is based on the
patchwork method [1]. The patchwork method is resistant
to low-frequency attack such as image equalization,
guantization, contrast enhancement, etc. However, only
little information can be hidden through patchwork
watermarking. In this study, multiple pseudorandom
patterns are proposed for patches to hide more information.

2. TWO-LAYER WATERMARKING

2.1. Anti-high-frequency-attack watermarking

As mentioned above, the layer-one watermarking is
based on the DC component. The main principle of the
layer-one watermark is to modify the relatives between the
means of two nonoverlapping blocks which are of the same
sizes and neighbor each other. The mean difference of the
two blocks ae then modified to satisfy some criteria such
that one bit information can be embedded. More
specifically, the mean difference between the two blocks
must be equal to two specific valuesHg and H;. The former
indicates “ 0" being embedded, the latter “1”. The value Hqg
is a pseudo-random number generated by a secret key.
While, the value of Hj is the addition of value Hgy and
R/2 where value R is the degree of robustness. The
relationship between the values of Hy, H; and Risshownin
Fig. 1.

How to modify the mean difference between two
blocks is described as follows. Assume that two blocks A
and B have meansm, and m, respectively. Compute the

mean difference my; using the following equation



my =(m, - m, +R x 256) mod R (1)
The term of R x 256 is involved in the above equation to
guarantee that my is aways positive. After that, the

value s must be added to each pixel of block A and
subtracted from each pixel of block B such the mean
difference can satisfy embedding rule. The rules to
determinethevalue s are listed below.

If “1” is embedded, the following preprocessing must be
performed first, i.e.,

If m,; issmallerthanHy, m; = my; +R

Afterthat, s isset as (Hi—my )/2;

If “0" is embedded, the following preprocessing must be
performed first, i.e.,

If my islargerthanH;, m; = my; —R
After that, S is set as (Ho—my )/2. (2

Note that s will bot be over R/4. However, if s is
not an integer, the error diffusion method must be
performed after addition and subtraction operations.

On the other hand, to detect the embedded one bit, we
must check the mean difference between the two blocks. If
itisclosetoHg, “0” isextracted, otherwise“ 1" is extracted.
The details are described below. Like embedding stage, the
mean difference my;; must be calculated using Eq. (1).

must be added

with R. After that, the following rule is used to extract
embedded bit

However, if my isless than Hgy, my

If ABS(my — Hy) is smaller than R/4, “1” is extracted,

otherwise “ 0" is extracted, 3)
where ABS(x) is the absolute value of x.

Finally, an example of layer-one watermarking is
illustrated below. Assume that the sizes of blocks A and B
are both 4 x 4. Let the values R and Hy be 8 and 3,
respectively. Wethenhave H; = Hy + R/2 = 7. Let the
contents of blocks A and B be

Block A: Block B:

163 |164 (179 |170 176 |160 (148 |144
172 |170 |161 |159 170 |161 (158 |145
175 |166 (156 |168 166 |166 (167 |168
176 |158 |169 |173 160 |162 (166 |170

The means of blocks A and B can then be easily obtained as
m, = 167.43 and m, = 161.68. From Eq. (1), we have

the mean difference m; =(m, — m, + 256 x 8) mod 8

=575
If we want to embed “0", from the determination
rulesof s inEqg. (2,wecanget s =3 -my) /2=

—1.38. Henceforth, all of the pixelsin the block A are added
by s , while all of the pixelsin the block B are subtracted

by s . Because S isnot an integer, error diffusion must
be performed. The results are listed below.

Block A: Block A via error
diffusion:
161.62 |162.62 |177.62 |168.62 161|163 177|169
170.62 |168.62 |159.62 |157.62 |==> |171(168|160 [158
173.62 |164.62 |154.62 |166.62 173|165 154|167
74.62 [156.62 [167.62 (171.62 175|156 168|172
Block B: Block B via error
diffusion:
177.38 |161.38 |149.38 |145.38 177|161 (150|145
171.38 |162.38 |159.38 |146.38 |==> (171|163 (159|147
167.38 |167.38 |168.38 |169.38 167|167 |169 |169
161.38 |163.38 |167.38 |171.38 161|164 (168|171

Asaresult, thenew m, and m, are 166.06 and 163.06,
respectively. my; = (m,—m, + 256x8) mod 8 = 3 = Hp .
Thus, “ 0" will be extracted in the detection stage.

2.2. Anti-low-frequency-attack watermarking

As mentioned above, the layer-two watermarking is
based on the patchwork method. The main principle of the
layer-two watermarking is to modify the relative differences
between two patches in one image block. The two patches
of the same sizes are non-overlapping and can be selected
randomly. The relative difference between the two patches
is then modified as times of a specific valued . Moreover,
there are multiple pseudo-random patterns for the two
patches and each random pattern indicates one kind of value
hidden in the block. Obviously, the concept of
multiple-pattern-patchwork mentioned above is originated
from the patchwork method [1]. Thus, the patchwork
method is first summarized, followed by the details of
multiple-pattern-patchwork.

Encoding algorithm

Choose two points C and D at random in an image
and let their corresponding brightness be c and d. If this
procedure is repeated n times, two patches of n points,
namely Pc and Pp, will be obtained. Let C; and D; be the
points of C and D randomly selected during theith iteration
with the respective brightness ¢ and d. The encoding
procedure can be performed n times, one for each pair of (c;,
d,). Raise the brightness g in patch Pc by an amountd ,
while degrade the brightness d; in patch Pp by this same
amountd . The value of dis not necessary the same but
typically in the range of 1to 5 partsin 256 gray levels.

Decoding algorithm
To detect the embedded bit, we have to compute the




value of S¢=g (ct- d9 , where (ctdd ae the
i=1

corresponding brightness of the pair of points (C,, D,) in
the marked image. If expected value of S¢ closesto 2nd ,

there is one hit watermark hidden in the image. The reason
is listed below. Assume that the expected value of

S =a(-d) is 0. The expected value of
i=1

S¢=3 (c¢- d9 isthen expected to be 2nd .

i=1

Although the patchwork method is resistant to
low-frequency attack only one-bit information can be
hidden. Thus, multiple pseudo-random patterns are
proposed in this paper to hide more information. The
pseudo-random patterns are defined as position patterns to
specify patches. More specifically, the position pattern is a
binary matrix to determine which pointsin the block belong
to patch Pc, and the others patch Pp. It follows, the
patchwork method can be employed in the block with each
position pattern to hide one-value information. Obviously,
if there are multiple position patterns, more than one value
can be hidden in the block because different position
patterns represent different hidden val ues.

The details of the definition of the position pattern are
described below. Assume that information is hidden in an
image block of size mxm The corresponding position

pattern P will be defined as a binary matrix of size g m

Let any two neighboring points in the horizontal direction
in the block B be grouped as a pair. The position pattern is
used to indicate the two neighboring points paired as
(C,D,) or (D,,C,). More specifically, each element of

the position pattern P, P(j, k), isdefined as follows.

P(j,k)=1 , (B(2" j.k).B(2" j+1k)) is pared as
(C,D,), otherwise (D,,C,)
JZO,'“,g-l,k:O, m-1 (4)

where B(j,k) is the point at the position(j,k) in the
block B. An example for a 8x8 block is shown in Fig. 2
with (C,D,) and (D,,C;) being labeled as(C,D) and
(D, C), respectively.

If there are n-bit information to be hidden, there must
be 2" different position patterns P to hide the

corresponding value x, O£ x£2"-1. However, the position
patterns must be generated randomly to increase the degree
of security. On the other hand, all the position patterns must
be different as much as possible such that it is robust to
detect the hidden value. After the position patterns have
been defined, the n-bit information can be hidden and then
detected in the following way. If avalue x, x < 2", is hidden
in ablock B of size mxm, the position pattern Py is used to
perform patchwork method as described above. First, the
respective sums of the brightness of all the pointsin the two

patches, SC, and de must be computed by

m/°2-1ng-1 L. .
s, = a a9(2 j+1- P (j.k).k)

j=0 k=0

méz-lné-l . . (5)
de=a a9 j+PR(j.k).k)

j=0 k=0

where g(x,y) is the corresponding brightness of the point
B(x, y) in the block B. The value x is then embedded into
the block B by the following equation

If sc, >d,,

92" j,K) =g(2" j,k)+(d)(-1& 00

g2 j+Lk)=g(2" j+Lk)+@d)(-DPUW
Otherwise,

92" j,k) =92 j,k) +@d)-1*0w

92 j+1Kk) =g j+1,k)+(d)(- 9 x00)

-1; k=0,--,m-1 . (6)

During the detection stage, we will compute the
relative difference between the two patches from the

marked image for each position pattern P, 0£x£2"-1
using the following equation

S¢= ABS(sc¢ - sdg) (7)

where sc¢and sd ¢ can be computed using Eq. (5) except
that g(X, Yy) is replaced by the corresponding brightness
of the point B(X, y) in the marked image. After that, the
following rule is used to extract embedded value.

N isextracted if n=ag max (S). (8)
0EXE2"-1

Finally, an example of layer-two watermarking is
illustrated in Fig. 3 The assumptions in this example are
listed below. The block size is 4x4. Each block is
embedded by 2-bit information, thus 2*=4 position patterns
are needed. Pseudorandomly generate 4 position patterns,
any two neighboring pixels in the block are paired as (C,D)
or (D,C) according to position patterns. The value of d is
set as2.

3. COMBINATION OF TWO LAYERS OF

WATERMARKING

Two layers of watermarking algorithms are employed
to hide the same watermarks in the image simultaneously.
In this section, the interaction between the two layers of
watermarking is discussed. Moreover, we will explain how
to decide whether watermarks exist and further what the
watermarks are if any.



As mentioned above, layer-one watermarking
modifies the mean difference between two image blocks;
while, layer-two watermaking modifies the relative
difference between two patches in an image block. Only if
the block in the layer two is totally inside in the block of
layer one, the modification of relative difference within a
block will not change the block mean and thus the mean
difference between two blocks. Henceforth, in the
embedding stage, the layer-one watermarking will be
performed first, followed by the layer-two watermarking.

The proposed watermark is composed of two parts:
fixed and variable. The variable part is included to increase
the variety of watermarks. The advantages of including the
fixed part in the watermark are listed below. First, the fixed
part can be regarded as standard reference to rectify the
geometric transformation of the image caused by
transformation attack such as translation and crop. Second,
the standard reference can also be used to check the
existence of watermark without resorting to the original
watermark. Note that the fixed part can also be generated by
key to increase security. On the other hand, the embedded
watermark is a short serial number such that it can be
duplicated in the image to increase the degree of robustness.
Due to the duplicity, the majority voting strategy can be
employed to facilitate the watermark detection.

In the detection stage, only if the existence of
watermark can be verified either in the layers one or two,
the existence of watermark in the image is positive.
However, the detection in the layer two is performed before
that in the layer one because layer-two watermarking is in
general more robust than layer-one watermarking. The
reason will be explained later. Nevertheless, the two layers
of watermarking can be performed independently either in
the embedding or in the detection stage.

3.1. Interaction between two layers of watermarking
The arrangement of the watermarks in the two layers
is shown in Fig. 4(a) under the following assumptions.
However, these assumptions are not necessary and can be
changed if necessary. The image size is 240" 240. Both of
the image blocks in the two layers are of size 12" 12. Thus,
there are 20° 20 blocks in an image. The basic units to
embed awatermark in layers one and two are 10" 10 blocks
and 4 4 blocks, respectively. Hence, the duplicities of the
watermarks in the layers one and two are d, =4 and
d, =25, respectively.
The variable parts of the watermarks in the two layers are
the same serial numbers of 32 bits. However, the fixed parts
of the watermarks in the two layers are different. In layer
one, every two blocks in the vertical direction can be paired
to embed one bit as mentioned in Section 2.1. Hence, the
number of bits of the fixed part for the watermark in layer
oneis f, =18.Moreover, the 18-bit fixed number is set as

“101010101001100110" in this study. Actually, the fixed
number can be any bit string or generated by the key. The
arrangement of the fixed and variable parts of each
watermark in layer oneis shown in Fig. 4(b).

In layer two, a four-bit value is embedded in one
block. Thus, the number of bits of the fixed part for the

watermark in the layer two is f, =32 . Moreover, the

32-hit fixed part consists of eight same pseudo-values. The
pseudo-value means that the value itself is not important but
only a symbol to represent a different value from the
embedded values O to 15. In other words, 17 position
patterns must be generated randomly, one for the
pseudo-value of the fixed part and the others for the
embedded values 0 to 15 of the variable part. The
arrangement of the fixed and variable parts of each
watermark in the basic unit of layer two is aso shown in
Fig. 4(b).

3.2. Detection of watermarksin two layers

The watermark detection includes four stages, i.e. the
determination of the location, the content, the existence and
the validity of the watermark, respectively. In general, no
matter in the layers one or two, the location is determined
based on the fixed part, while the content and the validity
on the variable part. On the other hand, the existence is
checked on the fixed part in layer one, but the variable part
in layer two. The reason is that the probability of false
alarm in layer two is higher than that in layer one, thus
stricter criterion isrequired in layer two.

Determination of watermar k location

In the first stage of location determination, the fixed
part of watermark must be searched to locate the correct
position of the watermark. The reason is that the position of
watermark may be changed due to geometric transformation
such as translation and crop. Note that the search method
employ brute-force strategy thus inefficient for rotation and
scaling attacks. The magjority voting is employed to find the
most possible position of watermark. The details are listed
below.

If the position of watermark can be correctly located,
the watermarks whose fixed parts are absolutely equal to
the real embedded fixed part will be detected most. Let the
fixed part of the embedded watermark in layer one be

expressed by a binary string as F$= fbg0 fbgﬁl ><><><fb§l7,
i.e., “101010101001100110" in this study. When the
starting location is at ¢, c), let the fixed part of the xth
detected watermark be expressed by a binary string as
FY(r,c) = fby (r,c) fbg (r,c)>xfb¢ (r,c). Thefinal located
position (fr¢ fcd for an image of size M~ N can then be
determined by the following equation

(fr¢fch = max

OErEM-1,0£cEN-1

fnqr,c)

where fndr,c) = g_lcountg:(r,c) 9
x=0
_11 if fb¢(r,c)= fog," i =1.--31
count(r.c) “10 otherwise

where t(£ 4 is the number of watermarks detected in layer
one.

Similarly, the position of watermark in layer two can
be correctly located through majority strategy. Let the fixed



part of the embedded watermarks in layer two be expressed
by a hexadecimal string as F@= fh fhg xth¢ , i.e
“wwww” with v being a pseudo value as specified in

Section 3.1. When the starting location is at (r, c), let the
fixed part of the xth detected watermark be expressed by

FQr,c) = thg (r,c) fhd (r,c) >xfhd (r,c) .The final located
position (fr @ fc@)
following equation

can then be determined by the

(fr ¢ fc®) = max

OErEM-1,0£cEN-1

fntr,c)

t¢1
where fn€r,c) = § countdr,c)

x=0
1 if fh = fh¢,"i=1,---7
count$Xr,c) —: it Thir.c) g
10 otherwise

where td£ 25is the number of watermarks detected in
layer two.

Determination of the watermark content

Obviously, both in the layers one and two, the
watermark-content detection must be performed after
location determination has been completed. The detection
algorithms in the two layers are the same as described in
Sections 2.1 and 2.2, respectively. However, the detected
results for the duplicated watermarks may not be the same.
The majority voting is also included to induce the final
content of the watermark. The details for layer one are first
described below, followed by those for layers two.

Let the corresponding t¢ watermarks be

Ve Ve, V¢ . Each watermark V¢,x=0,--,t¢ 1, has
32 bits and can be set as V¢ =vbgvb¢ xovb¢ with
vb{ denoting ith binary bit. The real watermark

=vb¢ vb¢ xevb¢  can then be obtained by

tll;l t
vbg = |l if a_vb@ >E i=0..31
x=0
10 otherwise
Let the corresponding t@ watermarks be
Ve Ve, ... Ve . Each watermark V& ,x=0,---,d,- 1,

has eight 4bit values and can be set as
V.8 =vhgvh¢ >vh@ with vh{ denoting ith hexadecimal

code. The real watermark V& =vh&vhg& xevh@ can then
be obtained by the following equation

vhi =ag max vny(h)

-1

where vngh) = § b |, (h)
j=0

¢- (10)
il if va¢=h
b, (=i
0 otherW|se
=0, "17,J— 0,--,t€¢ 1h=0,.-15

Determination of the watermark existence

No matter the image is embedded by watermark or
not, a watermark will be induced from the image. Thus, the
actual existence of watermark must be verified. However,
the existence of watermark is verified by majority strategy
rather than the crucia similarity measure between the
detected and the original watermarks. The detals are
described below. In layer one, the criteria are based on the
fixed part. The watermarks whose fixed parts absolutely
equal to the real embedded fixed part must be detected
more than a threshold value th,. As mentioned above, in

layer one, the fixed part of embedded watermarks can be
expressed by F¢ = fb¢ fh¢ »xfbg , i.e, “1010101010

01100110" in this study. While the fixed part of the xth
detected  watermark can be  expressed by

F¢ = fb¢ fo¢ >xfb¢ . The criterion can then be derived
by the following equation

fn¢>th,
&1
where  fn¢=g count§, (12)
x=0
1 if fb¢=1tb¢,"i=0,18
count Q:—I ¢
IO otherW|se

In this study, the threshold th, is determined

experimentally by t0/ 2 asdescribed later.

In layer two, the criteria are based on the variable part
and listed below. During the determination of the real
content of watermark, the number of pros for each hex-code
must be more than a threshold value th, . The criterion can

be expressed by the following equation

i=0,--,7, $h=0,-- 15, 0rphagl(svni(ﬂ(h) >th, (12

where vn&h) is as specified in Eq. (10). In this study, the
threshold th, is determined experimentally by t®/5.

The threshold values th and th, determined by the

following experiments. We randomly generate 1000 images
in which no watermarks are embedded. The proposed
detection algorithm is then applied on the images. After that,
the histograms of the values of  fn¢ as specified in Eq. (11)

andmlnioiax vniil(h) Wlth vn&h) as specified in Eq. (10)

O£i£7 VOEhEL

arethen depicted in Fig. 5. From Fig. 5, we find their values
are less than 2=4/2 and 5=25/5, respectively. Thus, the



threshold values th and th, are defined as t4/2 and
t@/5 in layers one and two, respectively.

Determination of the watermark validity

Finaly, the parity-check algorithm is adopted to
check the validity of the extracted watermark. Only if the
validity check is passed, the extracted watermark is
regarded as a correct watermark. Moreover, the validity
check is required both in the layers one and two. Let the
detected watermarks in layers one and two be expressed by
V¢ =vbi vbg ---vbf  and  V=vbgvbd ---\bf
respectively. The parity check for layers one and two can be
derived by Egs. (13) and (14), respectively.

Vb& A m&ﬂ‘ A ng +8 A Vb%ﬂZ A Vb% +16 A Vb&+20 A Vb&+24

=vbg | i=0123 (13)
vog Avbg Avog Abg Awg Awg Avbg
=vbg i=0123 (14)

4. EXPERIMENTAL RESULTS

4.1. Thecharacteristics of our watermarking

The host image is a 256-gray-level image. The
watermark is a 32-bit serial number. The block size is
12 12 in this experiment, so the size of the host image is at

least 120" 120. The proposed watermarking is very invisible.

Before embedding the watermark, R, d, key and watermark
must be decided first. The values of R and dindicate the
degrees of robustness in the layer-one and layer-two
watermarking, respectively. In our experiment, the variable
part of watermark is set as “000100100011010001010110
01110000", and the corresponding hexadecimal value is
“12345670" .

The host image is shown in Fig. 6(a). When Rand d
are set as 8 and 2, respectively, the results of applying only
layer-one embedding algorithm, only layer-two embedding
algorithm and the layer-one followed by layer-two
embedding algorithm on the host image of Fig 6a) are
shown in Figs. 6(b), 6(c) and 6(d), respectively. The
maodification ranges of gray level for each pixel in the host
image are not over 3 and 2 in layers one and two,
respectively. Consequently, when both two layers of
watermarking are performed, the total modification range of
gray level is not over 5. Thus, we can conclude that our
watermarking is very invisible. Actualy, the larger the
degree of robustness R and d the more robust the
watermarking method. However, the invisibility is
decreased. PSNR values of embedded images using
different values of R and dare shown inFig. 7.

4.2. Theattacked results

In the following experiments, the robust level in the
layers one and two are set as 8 and 2, respectively, except
special description. In practice, the image is processed and
then stored through JPEG compression in file system. Thus,
we adopted JPEG compress as the second attack. The
experimental results for different attacks are listed below.

JPEG compression. The algorithm of the JPEG
compression is built in the Borland C++ Builder 4.0. The
proposed layer-one watermarking can resist this kind of
attack. The minimum quality the proposed method can
resist for different images of different sizesarelisted inFig.
8. In general, the bigger the block is, the higher the degree
of robustness is. Thus, the minimum qualities the proposed
method can resist versus block sizes are shown inFig. 9. On
the other hand, the layer-two watermarking can also be
resistant to this kind of attack. However, the degree of
robustness is lower than that of the layer-one as shown in
Fig 10.

Blurring attack. The layer-one watermarking can resist
this kind of attack. We applied Adobe Photoshop blur more
function on Fig. 6(d) to simulate this kind of attacks. The
result is shown in Fig. 6(e). For attacked image of Fig. 6(e),
the proposed watermarking can resist the second JPEG
attack until quality of 83.

Quantization attack. The layer-two watermarking can
resist this kind of attack. Adobe Photoshop index function
was adopted to quantize the marked image of Fig. §d) into
5 colors as shown in Fig. 6(f). For the attacked image of Fig.
6(f), the proposed watermarking can resist the second JPEG
attack until quality of 73.

Cropping attack. The layer-two watermarking can resist
this kind of attack. We crop 75% area in the image to test
this kind of attack. The result is shown in Fig. 6(g). For the
attacked image of Fig. 6(g), the proposed watermarking can
resist the second JPEG attack until quality of 90.
Brightness and contrast attack. The layer-two
watermarking can resist this kind of attack. We adopted
Adobe PhotoShop to decrease 50 brightness and increase 50
contrast to test this kind of attack. The results are shown in
Figs. 6(h) and 6(i), respectively. For the attacked images of
Figs. 6(h) and 6(i), the proposed watermarking can resist
the second JPEG attack until qualities of 90 and 72,
respectively.

Histogram equalization attack. The layertwo
watermarking can resist this kind of attack. The attacked
result is shown in Fig. 6(j). For the attacked image of Fig.
6(j), the proposed watermarking can resist the second JPEG
attack until quality of 74.

Sharpen attack (edge enhance). The layer-two
watermarking can resist this kind of attack. We adopted
Adobe PhotoShop sharpen more function to test this kind of
attack. The dtacked result is shown in Fig. 6(k). For the
attacked image of Fig. 6(k), the proposed watermarking can
resist to the second JPEG attack until quality of 46.

Noise attack. The layer-two watermarking can resist this
kind of attack. We adopted Adobe PhotoShop uniform
increase 22-noise to test this kind of attack. The result is
shown in Fig. 6(]). For the attacked image of Fig. 6(l), the
proposed watermarking can resist the second JPEG attack
until quality of 86.

5. OCONCLUSION
In this paper, we propose two layers of watermarking
to resist different kinds of attacks. The watermark is
embedded in spatial domain. The detection algorithm need
not resort to the original image nor the original watermark.



There are many advantages of the proposed method listed
below. First, the proposed embedding method only
modifies the brightness of most pixels a little. More
important, even though the watermark is invisible, the
proposed method is resistant to various kinds of attacks.

Second, the method of embedding and detection algorithm
isvery simple. Although there are two layers of watermarks,
the speed of the embedded algorithm is still fast. In most
cases, only one to two seconds are required. It is easy to be
real-time implemented. Third, the original image is not

necessary for detection. Moreover, the detected watermark
can be verified directly without resorting to the original

watermark. Finally, the size of host image need not be very
large, the size of 120° 120 is enough to embed duplicated
watermarks. Due to the duplicity, the majority voting
strategy can be employed to facilitate watermark detection.
However, the resistance to the nonlinear attack, combined
attacks and the attack of rotation and scale is not good in
the current work and should be improved in future.
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Fig. 3. An example of the layer-two-watermark embedding.
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(a) The overall organization; (b) the detailed organization.
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Fig. 5. The number of the detected watermarks in the 1000
images which are not really marked.

Fig. 7. The PSNR values of the marked Lenna image with
respect to different values of Rand d.

The minimumaquality ThePSNR after | Original file I_ Compressed
(1-100) JPEG compress size filesize
Lenna 256 256 31 31.53 65536 5993
Lenna512” 512 26 33.02 262144 15365
Baboon 256 256 25 25.61 65536 7660
Baboon 512 ° 512 30 26.31 262144 34411
| Pepper 256 * 256 25 31.50 65536 5534
Pepper 512~ 512 28 32.61 262144 16130

Fig. 8. The results of layer-one watermarking in terms of
minimum JPEG compress quality for different images of
different sizes.

Block size 12x12 |[14x14 |16x16

The minimumquality 27 22 20
Fig. 9. The results of layer-one watermarking in terms of
minimum JPEG compress quality for the 256 256 Lenna
image with respect to different block sizes.

d=2 [d=3 [d=4 |d=5
Lenna 256" 256 85 79 67 56
Baboon 256 256 79 69 55 41
Pepper 256° 256 85 83 76 70

Fig. 10. The results of layer-two watermarking in terms of
minimum JPEG compress quality with respect to different
levels of robustnessd




