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Abstract 

Because the size of a picture in a library or museum is 

usually larger than the scanning area of a common scanner, a 

special-purpose scanning system for scanning large-scale 

pictures is proposed to establish a complete digital library or 

museum. First, a new approach to automatic image detection 

is proposed to scan a large-scale picture into several image 

pieces. Next, since the image pieces may be taken under 

various conditions of positioning, lighting, geometric 

distortion, perspective transformation, etc., a lot of problems 

arise in the process of integrating the image pieces to set up 

a complete image for the picture. In this study, we also 

propose a set of convenient and efficient algorithms to solve 

these problems. Good experimental results show the 

feasibility of the proposed system. 

(KEYWORD: Image Detection, Illumination Correction, 

Geometric Distortion, Geometric Correction, Image 

Rectification, Image Registration, Color Correction) 

 

1. Introduction 

The picture in a library or museum appears in a variety of 

types, such as large-scale picture, thumbnail, miniature, etc. 

To establish a complete digital library or museum, it is 

necessary to develop an effective scheme to take digital 

images of pictures. Because the size of a picture might be 

larger than the scanning area of a common scanner, it is 

desired to study first the design of a special-purpose 

scanning system for scanning large-scale pictures. It is also 

desired to integrate the multiple image pieces taken form a 

large-scale picture into a single large image. Since image 

pieces may be taken under various conditions of positioning, 

lighting, perspective transformation, etc., a lot of problems 

in image integration arise. For this reason, in this study we 

will also try to design automatic, effective, and precise 

image correction and registration techniques based on the 

use of image features. 

Image rectification is often performed to correct images 

so that they would appear in a way similar to the case that 

the camera’s line of sight is perpendicular to the object plane. 

Collins and Beveridge [1] made a significant step in this 

direction by showing that once the vanishing line of the 

plane is identified, the transformation [2] from the world to 

the image plane could be reduced to an affinity. Liebowitz 

and Zisserman [3] improved this result by using known 

metric information and the affinity can be reduced to a 

similarity. 

We can remove geometric distortion from an image, at 

least approximately, if the image contains a known pattern, 

such as a regular grid [4, 5, 6, 7, 8, 9]. For this, first we have 

to find a transformation that maps grid points into their 

distorted positions. Then, the actual correction of the image 

data using this transformation is performed.  

Over the years, a broad range of techniques to register 

two or more images has been developed [10]. Image 

registration techniques can be mainly divided into two 

categories: feature-based methods and featureless methods. 

In feature-based methods, it is assumed that feature 

correspondences between image pairs are available, and 

these correspondences are utilized to find transforms that 

register the image pairs [1, 11, 12]. On the other hand, 

featureless methods discover transforms for image 

registration by minimizing a sum of squared difference (SSD) 

function values that involve some parameters [13, 14, 15, 16, 

17]. 

The proposed automatic large-scale picture scanning 

system has a computer-controlled architecture as shown in 

Figure 1.1. This motor-driven device is basically an upright 

X-Y table which has a rack on it and a motor controller. The 

rack can be controlled to move vertically and horizontally as 

desired by the scanning system. One CCD camera is 



  

mounted on the rack with its focus on the large-scale picture 

that is in front of the camera. The camera is connected to an 

image frame grabber. The camera transmits NTSC color 

video signals to the image frame grabber. And the image 

frame grabber converts these signals into digital color 

images. Finally, a personal computer gets these color image 

data from the image frame grabber and performs necessary 

operations. 

 

Figure 1.1：Configuration of the proposed scanning system. 

 

A flowchart of the proposed system is shown in Figure 

1.2. First, some parameters should be calibrated in advance 

for later use in various image correction processes. Then, 

three main stages for scanning a large-scale picture start.  

Figure 1.2：Flowchart of proposed automatic scanning 

system for large-scale pictures. 

 

2. Image Detection for Automatic Scanning 

2.1. Proposed Approach to Detection of Image Border 

As seen in Figure 2.1, the image border contains image 

outlines and image corners. The useful information of the 

image border can aid the system in the automatic scanning 

ta k. 
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igure 2.1: An example of image outlines and the image 

orner. 

 

The left, right, top, and bottom outlines are concerned in 

is study. We describe how to detect the right image outline 

 the following. First, the Sobel operator is applied to the 

age to get the edge pixels and the gray levels of the edge 

ixels are changed to 255. Then, A simple scanning from the 

p row to the bottom one is applied to the resulting edge 

ixels. The scanning starts from the right of a row and 

roceeds leftward until it finds a pixel whose gray level is 

55. Finally, the least-square-error line fitting method is 

sed to create the desired right image outline using the 

etected pixels as input. The right image outline detection 

sult is shown in Figure 2.2. The remaining types of image 

utlines can be detected with similar operations. 

Because the outer shape of a large-scale picture is usually 

ctangular, it has four image corners. An image corner will 

e produced when two adjacent and perpendicular image 

utlines meet somewhere in the image. It can be figured out 

at when one of the end points of a detected 

 
igure 2.2: Right image outline detection results. (Note that 

e white line is the desired right image outline.) 



  

 

image outline is inside the image (i.e., at a distance of at 

least several pixels from the image boundary), there will 

exist an image corner. That is, it is not necessary to calculate 

the actual location of the image corner. 

2.2. Algorithm for Automatic Scanning 
The proposed automatic scanning algorithm is based on 

the above approach. The system starts the scanning process 

from the origin of the X-Y table which is located at the 

lower-right corner as seen from behind it. A flowchart of the 

proposed algorithm for automatic scanning is shown in 

Figure 2.3. It starts with the capture of a color image of the 

picture using the camera. Then, it performs image 

processing to detect image outlines and image corners. If the 

result says that the image contains part of the picture, the 

system saves this image. Otherwise, the system calculates a 

new location of the CCD camera and sends this location as a 

control command to the X-Y table controller to execute 

proper movement. When the input image is saved, the 

system will determine whether it has found four image 

corners according to the results from the detection of the 

image border. If the answer is yes, the scanning stage is 

finished. Otherwise, the system repeats the same steps of the 

proposed automatic scanning algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.3: Flowchart of proposed algorithm for automatic 

scanning. 

 

3. Illumination Correction for Lighting Variation 

3.1. Computation of Coefficients for Illumination 

Correction 

We paste a white paper that is larger than the picture on 

the wall where pictures to be scanned will be hanged later. 

We then take images of the white paper by the camera at all 

possible locations of the X-Y table close to which the image 

pieces of the picture will be taken later. To correct 

nonuniform illumination, we want all image pieces of the 

white paper have the same color values. The white paper is 

chosen because white color contains equal parts of red, 

green, and blue color values. However, in reality, these three 

parts differ because of the illumination and the spectral 

sensitivity of the camera. We choose the central image piece 

of the white paper and calculate the color values RCW, GCW, 

and BCW to represent the color values of the central region of 

the image piece by the following equation: 
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where N×N is the size of the region and Ri, Gi, and Bi are the 

color values of each pixel in the region. Then, we divide RCW, 

GCW, and BCW by each corresponding color value Rj, Gj and 

Bj of the pixel j in the image piece i, respectively, and 

perform the color calibration process for every pixel in each 

image pieces of the white paper. The quotients QRij, QGij, and 

QBij are wanted coefficients for illumination correction. They 

are used to correct the illumination of the images which are 

acquired in the same conditions as the reference white paper. 

3.2. Process of Illumination Correction 

For each image piece of a large-scale picture, the 

calculated coefficients of the location nearest to the location 

where the image piece was taken are used to correct the 

illumination of the image piece. We take the products of the 

values of QRij, QGij, and QBij and each corresponding color 

value Rj, Gj and Bj of the pixel j in the image piece i, 

respectively, as the corrected color values R′j, G′j, and B′j for 

pixel j. Finally, we multiply some weight value w to the 

corrected color values to obtain a lighter or darker result. 
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4. Geometric Distortion Correction 

The geometric distortion correction operations are done 

piecewisely in this study, by taking a few of the grid points 

and solving the coefficients of a transformation of some 

given form that takes the corrected coordinates of these 

points into their distorted coordinates. Each block in the 

rectilinear grid image can be corrected by the distortion 

model. The procedure of the geometric correction is 

presented in the following. 

Suppose that an image f with pixel coordinates (x, y) 

undergoes geometric distortion to produce an image g with 
coordinates )','( yx . Our distortion model simply considers 

each block in the grid to be transformed by the following 

equation [6]: 
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where c1,…,c8 are the coefficients of the transformation 

matrix. Its corresponding four grid points can solve the 

coefficients for each block. The coefficients constitute the 

model that can be used to transform all pixels within the 

quadrilateral region characterized by the cross points. Then, 

the corrected pixels are assigned intensity by bilinear 

interpolation method. 

 

5. Image Rectification 

To achieve image rectification, we can transform the 

normal vector of the tilted plane into the direction of the 

optical axis of the camera. So the system should compute the 

normal vector of the tilted plane and then utilizes the 

computed normal vector to calculate a transformation to 

rectify the image. To find the normal vector of the tilted 

plane, we design a stair mark, as shown in Figure 5.1, and 

paste it on the wall where pictures to be scanned will be 

hanged on. The shape of the designed mark facilitates the 

subsequent operations of image processing. 

As shown in Figure 5.1, two sets of mutually orthogonal 

parallel lines, denoted as line sets A and B, respectively, are 

seen to exist on the designed mark. Each line in line set A is 

perpendicular to each in B. As well known, the image lines 

in a set of 3D parallel lines intersect at a vanishing point on 

the image plane. This important property indicates that the 

vanishing point v=(u∞, v∞)T can be used to derive the 3D  

A

B

 

Figure 5.1: Illustration of the designed mark. 

orientation d=(d1, d2, d3)T of the corresponding set of 

parallel lines. 
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where f is the focal length of the camera. By using Eq. (5.1), 

the unit direction of the two line sets can be calculated, 

denoted as dA and dB, respectively. After dA and dB are 

computed, the unit plane normal vector dz′ in the CCS is 

calculated as the cross product of dA and dB. 

To bring dz′=(a, b, c) into coincidence with dz=(0, 0, 1)T 

requires a rotation of angle 1cos−=ω (dz′‧dz) with respect 
to the axis n=dz′×dz. The effect of this camera rotation on the 

image can be simulated by an invertible projective 

transformation in the image plane [2]. The transformation is 

as follows: 
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where 
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y’, f)T is the original point in the CCS, and (x, y, z)T is the 

rectified point in the CCS. 

The proposed image rectification procedure uses the 

transformation matrix calculated above to correct all image 

pieces of the picture. It then assigns intensity to corrected 

pixels by bilinear interpolation method. 

 

6. Image Registration 

6.1. Registration from Image Pairs 

Figure 6.1 shows a flowchart of the proposed approach 

for image registration. The first step is to take two 

neighboring corrected images as input. The second step is to 



  

perform image processing techniques on the basis image (the 

image to be registered) to select 10 templates. The third step 

is to match the selected templates with the corresponding 

templates in the target image (the image to be registered 

with the basis image) by a template-matching method. The 

fourth step is to find two best matching pairs of the basis and 

target images by some criteria. The fifth step is to register 

the two images. The sixth step is to save the registration 

result as an image file. 

Start 

End 

Input two neighboring 
corrected images 

Select 10 templates from basis 
image 

Perform template matching on 
templates in basis and target images 

Find two best matching pairs of basis 
and target templates 

Image registration 

Save registered 
image 

 

Figure 6.1: Flowchart of proposed image registration 

approach. 

6.2. Overall Registration for Multiple Images 

The proposed algorithm to register all images of a 

large-scale picture is based on the local registration method 

mentioned above. Because all images of the picture are 

taken with the help of the X-Y table, we know their 

corresponding positions of the mounted camera. The 

positions of the camera on the X-Y table can be labeled as 

Cij, i＝1, 2,…, m, j＝1, 2,…, n, where m is the number of 

the rows and n is the number of images in each row. The 

labels are shown in Figure 6.2. Because the system employs 

the automatic scanning algorithm mentioned in Section 2.2 

to take all images of the picture, the values of m and n can 

be known. The symbol Ri means the current registered image 

of the ith row. The detailed algorithm is described as 

follows. 

 
Figure 6.2: Labels of all positions of the mounted camera in 

the X-Y table. 

 

Algorithm 6.1: Overall registration for all images of a 

large-scale picture. 

Steps. 

1. Set the image at C11 to be R1. 

2. Set i to be 1 and j to be 2. 

3. Register the basis image Ri with the target one Cij. Let the 

resulting image be Ri. 

4. If j is smaller than n, increase j by one and then go to Step 3. 

5. If i is smaller than m, increase i by and set j to be 1. 

Otherwise, go to Step 8. 

6. Set the image at Cij to be Ri, increase j by one, and then go to 

Step 3. 

7. Set i to be 1. 

8. If i is smaller than m, register the basis image Ri with the 

target one R(i＋1). Let the resulting image be Ri. Otherwise, go 

to Step 10. 

9. Increase i by one and go to Step 8. 

10. Stop. 

 

7. Color Correction 

In this study, we propose a color correction method based 

on a linear interpolation technique. We call the region 

around the stitching line a transition area. For each transition 

area, we first define the weights of the basis image to 

decrease from 1.0 to 0.0 and the weights of the target image 

to increase from 0.0 to 1.0. The intensity of a pixel in the 

transition area is taken in this study to be a weighted sum of 

the intensity values of the two pixels from the basis and the 

target images. The intensity of a pixel in the transition area 



  

can be written as 
αα ×+−×= ),()1(),(),( TTTBBBs yxIyxIyxI  （7.1） 

where Is is the intensity of the resulting image of the 

registration at the position (x, y) of the transition area, IB is 

the intensity of the basis image at the position (xB, yB) and it 

will locate at (x, y) after the registration, IT is the intensity of 

the target image at the position (xT, yT) and it will locate at (x, 

y) after the registration, and α is the defined weight whose 

value is increased from 0.0 to 1.0. 

 

8. Experimental Results 

Several large-scale pictures were tested by our system. 

Each image piece of the picture acquired from the CCD 

camera has 640×480 pixels and 24 bits of intensity per pixel. 

The proposed automatic scanning system was implemented 

on a Pentium-III-450 PC and the software was developed by 

the use of the Microsoft VC++ 6.0. A window-based 

interface was designed to increase users friendliness. 

The registration results of the test pictures are shown in 

Figure 8.1. Figure (a) in each of the figures shows the 

scanned image pieces of the picture, (b) shows the results of 

the corrections, and (c) shows the results of the registration.  

Our experimental results prove that the image pieces of a 

large-scale picture can be scanned, corrected, and registered 

quite well by the proposed system. The proposed system is 

so feasible for real applications in digital libraries and 

museums. 

 

9. Discussions 

In the process of our research, some interesting issues 

arise. It is worth to discuss them as follows. 

In the phase of automatic image detection for scanning 

large-scale pictures, the proposed automatic scanning 

algorithm can save time by scanning the picture in the 

“zigzag order”. But this process will fail if the outer shape of 

the picture is not rectangular or the hanged picture is 

severely skewed. For a successful scanning of the picture, 

we have to solve these problems in the future. 

In the phase of corrections of image contents, our 

geometric distortion model is inapplicable if the image plane 

is not parallel to the rectilinear grid pattern. In such cases, 

other methods of geometric distortion correction should be 

proposed to solve the problem. Next, the proposed image 

rectification method utilizes the mutually orthogonal or 

parallel properties of the lines of the designed mark and only 

computation of some analytic formulas is needed, which 

speeds up the estimation process of the plane normal. Also, 

the proposed illumination correction method is simple and it 

requires no estimation of the technical characteristics of the 

camera, the lighting source, and the reflectivity properties of 

the object. 

In the phase of registration of all image pieces of the 

picture, an automatic registration approach is favored that 

requires no human involvement. The proposed system can 

register all image pieces of the picture automatically and 

precisely. 

 

10. Conclusions 

An automatic scanning system for scanning large-scale 

pictures has been successfully implemented. Achievements 

in three major phases of the system operations are 

summarized as follows. 

In the phase of automatic image detection for scanning 

large-scale pictures, an automatic scanning algorithm has 

been proposed. The algorithm is used to scan the entire 

large-scale picture. This phase is the basis of the following 

phases. 

In the phase of corrections of image contents, methods 

for geometric distortion correction, image rectification, 

illumination correction, and color correction have been 

proposed. These methods are used to correct the contents of 

all scanned image pieces to improve the quality of the image 

pieces. 

In the phase of registration of all image pieces of a 

picture, an automatic and fast registration approach has been 

proposed. The proposed registration approach can register 

all image pieces of a large-scale picture to form a complete 

image of the picture automatically and precisely. 

In summary, the goals of the large-scale picture scanning 

system have been achieved. The experimental results have 

revealed the feasibility of the above proposed system. 
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Figure 8.1(a)：All scanned image pieces of the picture.
 

 

 

 

 

 

 
Figure 8.1(b)：The results after content corrections.
 

Figure 8.1(c)：The registration result. 
 

 

 

 

 

 

 

 

 

 

 

 

 


