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ABSTRACT
Prior results on the key pre-distribution in wireless

sensor networks often employ the deployment
knowledge of the sensor nodes to construct a better
communication graph. This paper proposes the use of
key groups in random key pre-distribution. Three
different approaches are discussed for key selection and
experiments are conducted to compare the effectiveness
with prior proposed schemes. Through the simulation
results, we see that with the help of key groups, a
smaller number of keys can be preloaded in the sensor
nodes to achieve the same level of robustness of the
network.

Index Terms—key management, sensor networks,
random graphs, probabilistic key sharing

1: INTRODUCTIONS

Distributed sensor networks consist of a large
number of simple wireless devices. Each device, called
a sensor node, has limited power and low building
cost, which restrict the node to have only limited
communication and computation capabilities and
limited memory capacity. There is no fixed structure in
a sensor network since its topology changes over time.
Each node finds the nearest node in its communication
range to achieve long-range data transmission.

There are many applications for sensor networks,
including military applications such as mine sweeping,
environment monitoring, patient monitoring and
tracking, smart environments, etc. When sensor
networks are deployed in hostile environments, secure
communication becomes extremely important. Key
pre-distribution is a widely used method to establish a
secure system in sensor networks. In order to realize a
key pre-distribution scheme, sensor nodes must use a
key pool with a large number of unique keys. Before the
deployment, every node selects a number of keys from
the key pool and stores these keys in the memory. After
sensor nodes are deployed, when a certain node wants to
communicate with its neighboring node, they exchange
the information of keys. If the shared keys satisfy the
minimum requirement, a secure communication link can
be established between two nodes.

2: RELATED WORK

Random graphs are often used in studies of the key
pre-distribution problem. A random graph is a graph
where the probability that an edge exists between any
two vertices is p. Let G(n,p) be a random graph with n
vertices, then G has no edge if p=0 and G is fully
connected if p=1. A vertex in G(n,p) has expected
degree )1(*  npd . Erdos and Renyi [9] showed
that the probability of a random graph being connected
is
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Eschenauer and Gligor [4] proposed the random
key-chain based key pre-distribution scheme. It includes
three phases, which are the key pre-distribution phase,
the shared-key discovery phase, and the path-key
establishment phase. In the key pre-distribution phase,
the key pool generates a large number of keys, the
number of keys is between 2017 2~2 . After establishing
the key pool, each node randomly selects k keys from
the key pool. In the share-key discovery phase, any two
nodes try to find its neighbor to establish a secure link.
Two nodes can conduct secure communication if they
share a common key. Finally in the path-key
establishment phase, each node tries to establish a
path-key with other nodes that are in the communication
range but do not share a common key.

Chan, Perrig and Song [5] proposed the
q-composite scheme. For any pair of nodes sharing at
least q common keys, a secure communication link can
be established between them. This scheme enhances the
previous scheme. It is more difficult to break because
the attacker must collect more keys to successfully
attack the network.

There are key pre-distribution schemes that use the
deployment knowledge of sensor nodes. Liu, Ning
and Du [2] studied group-based key pre-distribution in
sensor networks. Their scheme divides nodes into
several groups. Nodes that are in the same group are
more likely to be neighbors. It defines two kinds of
groups, that is, the in-group instances and the
cross-group instances. Each node belongs to one
in-group instance and one cross-group instance. Based
on this model, their paper developed a novel
group-based key pre-distribution scheme, which can be
combined with many existing key pre-distribution
techniques.
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Zhou, Ni and Ravishankar [7] proposed a
two-phase scheme consisting of two phases, the
intra-group key pre-distributing phase and the
inter-group key pre-distributing phase. In the
intra-group phase, it preloads each pair of sensors from
the same group with a unique pairwise key. In the
inter-group phase, it selects any two nodes as an agent
between any two groups. An agent shares a pairwise key
so that neighboring sensors from any two groups can
establish path keys using an agent as an intermediary.

3: KEY PRE-DISTRIBUTION SCHEMES
AND EXPERIMENTS

Our schemes consist of two phases. When the key
pool is generated, it is divided into several groups. This
step is called the key grouping phase. If the key pool has
P keys and it is divided into g groups, each group has

g
P

p ' keys. After initializing the key groups, the

distributing phase randomly select keys to be preloaded
in sensor nodes without using the deployment
knowledge.

We discuss three approaches for key selection in
the distributing phase, the “randomly select 1 group”,
the “relaxed randomly select 1 group” and the
“randomly select 2 groups “.

3.1: Randomly Select-One-Group. After finishing
the key grouping phase, each node randomly selects one
out of the g key groups, then selects k keys from this
group. We call this method the “randomly
select-one-group”scheme (RSO).

The probability that two nodes share at least one
key is

gP = 1 –Pr[two nodes do not share any key].

There are two cases that two nodes do not share the
same keys. One is that two nodes select the same group
but they have no shared keys, the other is that two nodes
select different groups. Therefore, we have
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We use the above formula to conduct experiments
and compare them with [2], which we refer to as “the
basic scheme”. We assume that the key pool size P is

10,000, the number of nodes is 100, and each node
selects 200 keys.

Fig. 2 illustrates that the probability that any two
nodes can communicate through a path. When P is
10,000 and the group number g is 2, we see that our
scheme’s probability is less than the basic scheme
proposed in [4]. However, when P is 100,000 in the
basic scheme and the group number g is 5, our scheme
connects better than the basic scheme when nodes select
less than 150 keys.

In Fig. 3, we show the threshold value of the
number of captured nodes for an attacker to break the
network, that is, the minimum number of compromised
nodes that an attacker needs to communicate with any
single node. When the group numbers exceed 5, the
attacker needs to capture more nodes in order to break
the network. Our scheme shows better effectiveness
than the basic scheme.

From Fig. 1 and Fig. 2, we know that both P and g
play important roles in RSO. To better understand the
impact of these factors, we vary the number of nodes
and the key ring size in the experiments. The probability
of the attacker using exactly one captured node to break
the network as the number of nodes increases is stable,
which is shown in Fig. 4. Fig. 5 has a similar result as
the key number in a node increases. Regardless of the

Fig. 2. The probability of sharing at least one key
when each of a pair of nodes chooses k keys from
a pool of size P. The RSO scheme compares with
the basic scheme.

Fig. 3. The probability of an attacker breaking the
network by capturing nodes in RSO.

Fig. 1. Key grouping phase.
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groups’and the key pool’s sizes, the probability remains
constant. Thus, in order to prevent the attack, we can
adjust the size of the key pool and the number of groups.
In the rest of this paper, we will use these two factors to
conduct experiments.

3.2: Relaxed Randomly Select-One-Group. After
finishing the key grouping phase, each node randomly
selects one out of the g groups, then selects at most p’
keys from this group. Under this setting, the size of each
node’s key ring is different. We call this scheme the
“relaxed randomly select-one-group”scheme (RRSO).

Since each node can select at most p’keys of a
group, there are 2
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are two cases that two nodes do not share any key. One
case is that two nodes select the same group; the other is
that the two nodes select different groups. Therefore, the
probability Pg is
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We conduct experiments and compare them with
the basic scheme. We assume that key pool size P is
500 and the number of nodes equals100.

Fig. 6 shows the probability Pg with the above
equation and the experiment according to the group
number. Fig. 6 also validates our formula. The
probability is 0.5 and 0.1 when group is 2 and 10, as
shown in Fig. 6. Note that this result corresponds with
Fig. 2. Also, in the resilience experiment, the result we
see in Fig. 7 is similar to what is shown in Fig. 3. From
Fig. 6 and Fig. 7, we get the same effectiveness with the
RSO scheme with smaller key pool size.

3.3: Randomly Select-Two-Groups. This scheme
combines the ideas used in the RSO and the
q-composite schemes. After finishing the key grouping
phase, each node randomly picks two out of g groups,
then selects k keys arbitrarily from these two groups. A
pair of nodes must share q keys to establish a
communication link between them. We call this scheme
the “randomly select-two-group”scheme (RST).

We note that the probability of two nodes sharing

at least q key is Pg = 1 –




1

0

Pr
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(share i keys). Since

each node selects two groups, there are three cases that
two nodes do not share any keys. The first case is that
the two nodes select different groups and its probability
p1 is p1

2
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 . The second case is that exactly

one group is shared by the two nodes. The number of
possible cases that two nodes share q keys in one group

is )( 'p
q . Because each of the two nodes selects q keys,

Fig. 7. The probability of an attacker breaking the
whole network by capturing nodes.

Fig. 4. The probability of an attacker breaking the
network by capturing any one node as the node
number increases in RSO.

Fig. 5. The probability of an attacker breaking the
whole network by capturing any one node as the
key ring size increases.

Fig. 6. The probability of two nodes sharing at least
one key.
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they need k-q keys to select. So the number of possible

cases is )( '
)*(2

qp
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
 . These keys must be distributed

equally to two nodes, which has )( )*(2 qk
qk


 cases. The

number of possible cases of group selection is 3*)(3
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The remaining case is that the two nodes select the
identical set of two groups. If a pair of nodes sharing i
keys in the first group, then they must share q-i keys in
the other group. The number of possible cases of group

selection is )(2
g , we get
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where i=1~q-1 and j=q-1~1.

To compare the RST scheme with the q-composite
scheme, we set the key pool P to be 100,000, the
number of nodes be 100, and the key ring size be 400.
Fig. 8 illustrates the probability of two nodes being able
to communicate directly. When q is 5, the q-composite
and RST has roughly the same probability until key ring
is 300. However, the probability of communication
graphs being connected is quite different, as shown in

Fig. 9. We see that RST has a higher probability of
connection than the q-composite. The difference
between Fig. 8 and Fig. 9 is due to each node can select
two groups in RST scheme. If any two nodes select at
least one identical group, then the probability of these
two nodes having a link must be very high. To be clear,
we separate the situation into two cases as shown in Fig.
10. The first selected group of Node A maybe equal to
either the first selected group of Node B or the second
selected group of Node B. The simulation results of the
two cases are in Fig.11 and Fig.12, respectively.

The probability of any two nodes sharing at least q
keys in RST scheme is higher than what is obtained by
the q-composite scheme. Case 1 and case 2 occupy
about 38% when each node selects groups. Along with
Fig. 11 and Fig. 12, we get that the q-composite scheme
has higher probability of any two nodes share q keys

Fig. 10. Two cases of two nodes selecting at least
one identical group.

Fig. 11. The probability of sharing at least q keys in
case 1 of Fig. 10.

Fig. 12. The probability of sharing at least q keys in
case 2 of Fig. 10.

Fig. 8. The probability of two nodes sharing at least
q keys. The RST scheme compares with the
q-composite scheme.

Fig. 9. The probability of forming a connected
communication graph.
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than RST and RST has higher probability of connected
graph than the q-composite scheme.

Fig. 13 shows the result of the resilience
experiment. When q is 5, an attacker under RST needs
more nodes to break the network, which implies that
RST scheme is indeed stronger against the attacks, and
the probability of connectivity is higher than the
q-composite scheme when nodes select the same key
numbers.

Fig. 14 compares the probability of a direct key
between two non-compromised sensor nodes being
compromised for the group-based scheme in [2] and the
RST scheme, where the total number of nodes is 5000.
When q is 5 and there are 10 groups, the probability of
the RST scheme is less than the q-composite scheme;
however, it is higher than the group-based scheme.
Because the RST curve stays close to group-based EG
curve and the RST scheme is simple relative to the
group-based scheme, the RST scheme is reliable.

4: CONCLUSION

In this paper, we improve the basic scheme in [4]
and discuss three extensions. Our main idea is to divide
the key pool into several groups, and then pre-distribute
keys to each sensors randomly in terms of both the key
groups and the keys in each group. Our schemes have

some advantages over the basic scheme and the
q-composite scheme and the computation overhead is
low between any pair of nodes.

The RSO scheme only uses 10% key numbers
compared to the basic scheme and it is harder to break.
The RRSO scheme only uses 500 key numbers in the
key pool, to achieve better effectiveness than the RSO
scheme. Finally, we combine the RSO and the
q-composite schemes to form the RST scheme. The
probability of forming a connected communication
graph in RST is better than the basic scheme and
q-composite and RST is stronger against attacks.
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