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ABSTRACT 

A lightweight network intrusion detection system is 
more efficient and effective for the real world requirement. 
Higher performance may result if the insignificant and/or 
useless features can be eliminated. Stepwise Regression 
can identify the best feature model from the examined 
features. In this paper Stepwise Regression and Support 
Vector Machine are combined to detect network intrusion. 
Empirical result indicates that using the best feature 
model obtained from the Stepwise Regression can get 
nearly the same performance as the full feature set. A 
comparative study of using different feature selection 
methods is also shown to prove the usefulness of our 
approach. 

 

1. INTRODUCTIONS 

An intrusion compromises the security (e.g. 
confidentiality, integrity and availability, the so called CIA 
model) of information system through various means. 
Layers of defense can be set up against intrusions through 
detection, prevention, etc. Intrusion detection is an 
essential component of critical infrastructure protection 
mechanisms. An intrusion detection system (IDS) is a 
program that collects information from various vantage 
points within a computer system or network, and analyzes 
the symptoms of system [1]. There are two major 
approaches for detecting intrusions, signature-based and 
anomaly-based [2]. Signature-based detection utilizes 
intrusion signature, profiles of intrusion characteristics, 
and considers the presence of an intrusion signature as 
evidence of an intrusion whereas anomaly-based detection 
uses only data of normal activities in information systems 
for training and building a norm profile. The main 
advantage with anomaly detection techniques is that they 
can detect new forms of attacks if intrusions demonstrate a 
significant deviation from a norm profile whereas the 
signature-based detection can only detect known attacks 
previously described by their corresponding signatures.  

Statistical-based anomaly detection techniques use 
statistical properties (e.g. mean and variance) of normal 
activities to build a statistical-based norm profile, and 
employ statistical tests to determine whether observed 
activities deviate significantly from the norm profile [3]. 
An advantage of statistical-based anomaly detection 
techniques is the capability of explicitly representing and 

handling variation and noises involved in activities of 
information system. A norm profile must consider and 
represent variations of normal activities for distinguishing 
truly anomalous activities from expected variations of 
normal activities. Earlier studies on statistical-based 
anomaly detection were developed for IDES/NIDES [4]. 
This technique computes test statistics of a normal 
distribution (called Q statistic and S statistic) using data on 
a single measure and seems to be sensitive to the normality 
assumption. If data on a measure are not normally 
distributed, the technique yields a high false alarm rate, 
especially when departures from normality are due to 
kurtosis. Besides, the technique is univariate in that a 
statistical norm profile is built for only one measure of 
activities in information systems. However, intrusions 
often affect multiple measures in a collective manner 
rather than through separate manifestations on individual 
measures.  

Multiple regression analysis is a widely used statistical 
method in social and behavioral sciences [5]. It has been 
successfully applied to sociological, psychological, 
economic, political and educational research. It also may 
be used in experimental and correlational studies. It may 
process continuous or categorized variables. Regression 
models are used to study how changes in one or more 
variables will change the value of another variable. 
Variables which are used to ‘explain’ other variables are 
called explanatory variables. Variable which is ‘explained’ 
called the response variable. A response variable is also 
called a dependent variable, and an explanatory variable is 
sometimes called an independent variable, or a predictor, 
or regressor [6]. When there is only one explanatory 
variable the regression model is called a simple regression. 
In general, when there are two or more explanatory 
variables the regression model is called a multiple 
regression.  

Feature selection is an important issue in intrusion 
detection. The elimination of insignificant features may 
enhance the accuracy of detection. By concentrating on the 
most important ones we may well improve the time 
performance without affecting the accuracy of detection. 
Comparing to the fields of web and text mining, and 
speech recognition, however, there are still a few of 
feature selection studies in intrusion detection. Sung and 
Mukkamala [7] proposed a well-known closed-loop 
feature selection method for support vector machine (SVM) 
based IDS, called SVM-RFE, which recursively eliminated 
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one feature at a time and compared the resulting 
performance in each SVM test. They also applied this 
method to the KDDCup’99 data and performed the feature 
ranking for feature selection [8]. They ranked the features 
into three categories: “important”, “secondary”, and 
“insignificant” according to three main performance 
criteria: overall accuracy of classification, training time, 
and testing time. 19 important features were identified and 
used in the experiments. However, this heuristic-based 
method is time consuming.  

Chebrolu et al. [9] proposed two feature selection 
algorithms, Bayesian networks (BN) and Classification 
and Regression Tree (CART). Three different sets of 
feature (12, 17 and 19 features) were derived and used in 
their ensemble approach for IDS. Although a very high 
prediction rate was obtained in their experiment, their 
method could not be fully convinced since only 5092 and 
6890 records were considered in the training and testing 
procedure, respectively. Ohn, Kim, Park, et al. [10, 11] 
adopted genetic algorithm to search the optimal feature set 
for SVM. 31 features were used with radial kernel function 
in their experiment and a very high prediction rate was 
obtained for the original KDDCup’99 test dataset 
(corrected.gz) [12]. Since their training data was sampled 
from the full dataset (kddcup.data.gz), the challenge of the 
problem was reduced. The same author group later 
proposed a correlation-based feature selection to find the 
best subset of features which applied a correlation test to 
the resulting features generated by genetic algorithm [13]. 
12 features were obtained and proved to achieve 99.56% 
detection rate and 99% classification rate. However, only 
the Denial of Service (Dos) attack was considered and a 
portion of original dataset was used. There is no way to 
compare their result to the literatures. Besides, principal 
component analysis approach and Discriminant analysis 
approach have been proposed to decrease the overhead of 
IDS and increase the detection rates [14, 15]. 

Support Vector Machine [16] is a prediction tool based 
on statistical machine learning which shows more 
theoretical basis than Neural Network. It has been 
successfully applied to pattern recognition, classification 
and also intrusion detection system. Sung and Mukkamala 
[17] applied four different methods: SVM, linear genetic 
programming (LGP), Artificial Neural Network (ANN), 
and Multivariate Adaptive Regression Splines (MARS) to 
IDS. Their study showed that SVM and LGP had better 
performance than the other two. In their other study [18], 
they applied ANN and SVM to the KDDCup’99 dataset. 
Their result showed that both SVM and ANN had the same 
prediction rate, however, SVM was more efficient. 

What we know so far, multiple linear regression (MLR) 
is rarely applied to anomaly-based network intrusion 
detection for feature selection. In our approach, we take a 
data-centric point of view and consider intrusion detection 
as a data analysis process. The central theme of our 
approach is to adopt this widely used statistical method 
which was successfully applied in social and behavioral 
sciences to capture the actual behavior of intrusion and 
normal activities. This approach significantly reduces the 
need to manually analyze the intrusion patterns of normal 

usage profiles. Our research target aims to develop a more 
systematic and automated approach for building 
lightweight IDS. We first use MLR to identify the “best 
model” of features from the training dataset and then to 
validate the obtained feature set with SVM. The rest of this 
paper is organized as follows. In Section 2, we briefly 
introduce the concept of MLR. The SVM technique is 
described in Section 3. Experimental results are shown in 
Section 4. Finally, in Section 5, we present our conclusion 
and the direction of future research. 

2. MULTIPLE LINEAR REGRESSION 

Suppose that we have a response variable Ri and a 
n-dimensional vector of explanatory variables Ei = (Xi1, 
Xi2, …, Xin), then the general regression model is given by  

( ) niEFR iii ,...,2,1, =+= ε  
where F() represents any function, and the ε  are 
independent random variables with zero mean and 
constant variance for all i. If the function F() of a simple 
regression model is a straight line function, then the 
regression model is called a simple linear regression model. 
In the same concept, if the function F() of a multiple 
regression model is a straight line function, then the 
regression model is called a multiple linear regression 
model. The response variable can be described as follows: 

iiniii XXXFR ε+= ),...,,( 21  

iinnii XXX εββββ +++++= ...22110  
where βi are unknown parameters. In order to use the 
model for statistical inference, such as testing hypotheses 
about the model, or using it to make predictions on the 
response variable for new values of the explanatory 
variables, it is often appropriate to assume that Ri is 
independent normally distributed random variables with 
equal variances and mean values depending linearly on X. 
A multiple linear regression model is defined to be linear 
in the regression parameters rather than in the explanatory 
variables.  

In complex regression situations, when there is a large 
number of explanatory variables which may be relevant 
for making predictions about the response variable, it is 
useful to be able to reduce the model to contain only the 
variables which provide important information about the 
response variable. There are many different methods for 
selecting the best regression model, but for each method, 
two key issues must always be taken into consideration. 
The first issue refers to choosing a selection criterion and 
the second issue to choosing a selection procedure. There 
are several variable selection procedures to multiple 
regression analysis such as forward selection, backward 
elimination, and stepwise. The most recent and most 
sensible procedure is the ‘all possible models’ procedure. 
In this procedure, all possible models are fitted to the data, 
and the selection criterion is used on all the models in 
order to choose the best one. In general, if the maximum 
model has k explanatory variables, one has to fit (and 
compare) 2k-1 different models. Thus, in situations with 
many explanatory variables in the maximum model, the all 
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possible models procedure becomes impractical. However, 
this procedure should always be preferred unless the 
number k is large. 

The two traditional procedures, the forward selection 
procedure and the backward elimination procedure, 
respectively concentrate on deciding whether each of the 
explanatory variables should, or should not, be included in 
the final model. The procedures are fast even in situations 
with many possible explanatory variables. However, they 
do not always lead to the best model! The stepwise 
regression procedure was developed from the traditional 
procedures in order to improve the chance of achieving the 
best model. The stepwise method is straightforward. It 
finds the variable with the highest correlation to the 
dependent, and builds an equation. Then it calculates a 
"partial correlation coefficient" for everything else, i.e., it 
determines the correlation between whatever is left and Y, 
removing the variance already explained by X. The 
variable with the most significant partial correlation, but 
not already in the equation, is entered next. This continues 
until there are no variables left that have a partial 
coefficient with a significance of at least 95%. To conclude 
the usage of selection procedure, if the number of 
explanatory variables is large, and you want the smallest 
possible number of variables, and if you don't have a lot of 
missing data (i.e. the multicollinearity is low) the best 
alternative is to use stepwise regression. 

3. SUPPORT VECTOR MACHINE 

SVM is originated as an implementation of Vapnik’s 
structural risk minimization principle, which reduces the 
empirical risk and quantities based on the bounds of the 
generalization error, i.e. true error on unseen examples. 
The basic idea in SVM is to transform the training data into 
a higher dimensional space and find the optimal 
hyperplane in the space that maximizes the margin 
between classes. The simplest model of SVM is called the 
maximal margin classifier. As shown in Equation (1), SVM 
attempts to place a linear boundary between the two 
different classes and to orient this line in such a way that 
the margin 2/‖w‖is maximized. The nearest data points 
used to define the margin are known as support vectors, 
which contain all the information needed to define the 
classifier. 
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When two classes cannot be completely separated, this 
approach may not be feasible due to overlapping 
distribution. Therefore, the slack variable ξ is introduced 
to control misclassification. As shown in Equation (2), the 
generalized optimal margin classifier, called soft margin 
classifier, softens the hard constraint of completely 
separating cases. Another technique to deal with 
non-linearly separable cases is to map the data into higher 
dimensions, called feature space, using a kernel function. 
In high-dimensional space, it is possible to create a 
hyper-plane that allows linear separation – corresponding 

to a curved surface in the lower-dimensional input space. 
Accordingly, the kernel function plays an important role in 
SVM. In practice, various kernel functions can be used, 
such as linear, polynomial, or the Gaussian radial basis 
function 

Many real world problems exist in more than two 
classes. Most researchers view multi-class SVMs as an 
extension of the binary SVM classification problem. Two 
commonly used approaches are one-against-all and 
one-against-one methods. The one-against-all method is 
easy for implementation. It constructs k SVM models 
where k is the number of classes. The p-th SVM is trained 
by using all the examples in the p-th class with positive 
labels, and all other examples with negative labels. The 
decision function chooses the class corresponds to the 
maximum value of k binary decision functions specified 
by the furthest positive hyperplane. This approach is 
computationally expensive because k quadratic 
optimization problems (QP) with sample size l need be 
solved. The one-against-one method involves binary SVM 
classifier construction for all pairs of classes. This method 
constructs k(k-1)/2 classifiers where each one is trained by 
the data from two classes. This number is usually larger 
than the number of one-against-all classifiers. Although 
this suggests significantly large training time, the 
individual problems are smaller because in average, each 
QP problem has about 2l/k variables. 
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4. EXPERIMENTS 

4.1. Test Data 

The KDDCup’99 intrusion detection datasets are 
connection records generated from binary TCP dump data. 
Each connection record corresponds to a normal 
connection or to a specific attack. It was originated from 
the study of MIT Lincoln Lab in the framework of the 
intrusion detection evaluation program and post-processed 
by the Columbia University. The dataset includes 41 
different features involving four categories of attack: deny 
of services (DoS), surveillance and other probing 
(Probing), unauthorized access to local root privileges 
(U2R), and unauthorized access from a remote machine 
(R2L). In each category there are different types of attack. 
The official data files were used in our experiment. The 
kddcup.data_10_percent.gz data file (contain 10% original 
data) with 494,021 records was used for training and the 
corrected.gz data file with 311,029 records was used for 
testing. The total normal and attack records of the testing 
data are 60593 and 250436, respectively.  

4.2. Test Procedure 

Our procedure proposed in this paper is outlined as in 
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Figure 1. Before the data was fed to our procedure, the 
class label of all attack data was unified to one class 
“attack”. A MLR procedure of SPSS [19] was conducted 
on the preprocessed data to obtain the best feature model. 
Only the corresponding features in the best feature model 
of the data were fed to SVM [20] for training and testing. 
When the training process was finished, the testing dataset 
was examined. The typical kernel function, Gaussian 
Radial Basis Function (RBF), was chosen in our 
experiment. RBF can be written as exp(-γ║xi-xj║2), γ>0. 
Two parameters that must be determined are the kernel 
parameterγand the penalty C. In determining these two 
parameters, 10-fold Cross Validation (CV) technique was 
used in the training dataset to choose parameters yielding 
the best result. Subsequently, this set of parameters was 
applied to the testing dataset. The parameters tried in the 
10-fold CV process were γ={2, 1, 0.5, 0.1, 0.01, 0.001} 
and C={1000,500, 250, 100, 50, 10}.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The outline of the proposed method. 

4.3. Results 

SPSS provides a table called “Model Summary” which 
shows the strength of relationship between the model and 
the explanatory variables.  The entering sequence of the 
explanatory variables is according to the importance of the 
variables. The R value, the multiple correlation 
coefficients, in the model summary is the linear correlation 
between the observed and model-predicted values of the 
response variable. The R Square value, the coefficient of 
determination, is the squared value of the multiple 
correlation coefficients, which measures the 
goodness-of-fit of the examined model in terms of the 
proportion of the variations of the explanatory variables. 

Since the model with the largest number of explanatory 
variables will always have the largest R Square value, we 
evaluate the adjusted version of R Square instead of R 
Square itself. There are 38 models given in the model 
summary table. Table 1 shows those models with the 
adjusted version of R Square values. According to the 
issue of parsimony of model selection, one should prefer 
the simpler if two models are equally good. Model 28 is 
the best feature model, however, it has 28 features and 
seems too large. From the table, we selected five more 
“smaller” models (7, 8, 9, 12, and 20) to perform further 
testing. We observed that when γ was at 0.01 and C was at 
1000, the results achieved the better performance. Table 2 
shows the cross-validation result for the examined 6 
models  

 
Model Summary 

Model R adj. 
Square Model R adj. 

Square Model R adj. 
Square

1 0.632 14 0.942 27 0.945 
2 0.745 15 0.943 28 0.947 
3 0.897 16 0.943 29 0.947 
4 0.912 17 0.943 30 0.947 
5 0.923 18 0.943 31 0.947 
6 0.929 19 0.944 32 0.947 
7 0.931 20 0.945 33 0.947 
8 0.934 21 0.945 34 0.947 
9 0.936 22 0.945 35 0.947 

10 0.937 23 0.945 36 0.947 
11 0.938 24 0.945 37 0.947 
12 0.940 25 0.945 38 0.947 
13 0.941 26 0.945   

Table 1. The Model Summary generated from the 
training data. 

 
Cross Validation Test  

Model Accuracy 
7 99.32 
8 99.24 
9 99.47 

12 99.72 
20 99.89 
28 99.90 

Table 2. The cross validation test for the six examined 
models. 

 
To show the effectiveness of our methods, the works 

from Ambwani [21] and the KDDCup’99 winner are listed. 
Ambwani applied SVM with all 41 features to the two 
official datasets of KDDCup’99 while KDDCup’99 
winner is a fair comparison. In addition, we also applied 
SVM with Ohn’s 31 features [10] and Sung’s 25 features [7] 
to compare the performance. Table 3 shows the original 
full feature set and Table 4 shows the feature set of each 
method. Table 5 shows the performances of each 
compared methods, where TP and TN denotes true positive 
and true negative, respectively. The performance of our 
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best feature model with 28 features obtained from MLR is 
slightly better than Ambwani’s 41 features and Sung’s 25 
features. In addition, we have also applied the same SVM 
train models obtained from trained data using MLR to the 
full data set for further performance observation. There are 
4,898,431 records in total where the normal and attack 
records are 972,781 and 3,925,650, respectively. The result 
is shown in Table 6. Empirical results indicate that even 
though we use 12 features extracted from the Stepwise 
Regression we still can get nearly the same performance as 
the full feature set. The best feature model can get the 
same performance, 99.94%, as the full feature set too. 
 

Table 3. The original full feature set. 

5. CONCLUSIONS 

We have presented a statistical based method, multiple 
linear regressions with stepwise selection procedure, to 
identify the best feature model for anomaly-based network 
intrusion detection system based on KDDCup’99 dataset. 
Our approach is based on theoretical method for finding 
features. It is fast and precise. By using support vector 
machine, the best feature model can provide good results. 
In short, the elimination of features by our approach leads 
to a simplification of the problem. Faster and more 
accurate detection can be expected. They can be applied 
on lightweight intrusion detection system according to the 
requirement of the performance and the appropriateness of 
the selected features. 
 
 
 
 
 
 
 
 

Method 
Used 

Features 
Used Feature set 

Ours  
7 features 7 2,8,10,12,22,24,29 

Ours  
8 features 8 2,8,10,12,22,24,29,30 

Ours  
9 features 9 2,8,10,12,22,24,29,30,35 

Ours  
12 features 12 2,4,8,10,12,22,24,29,30,32,

35, 37 
Ours  

20 features 20 1,2,4,8,10,12,22,24,25,26,27
,28,29,30,32,33,34,35,36,37

Ours  
28 features 28 

1,2,3,4,6,8,10,11,12,13,14, 
16,19,22,24,25,26,27,28,29,

30,32,33,34,35,36,37,41 

Ohn 31 

1, 2, 3, 5, 6, 8, 9, 10, 11, 12, 
13, 14, 16, 17, 18, 19, 20, 
21, 22, 23, 25, 27, 29, 30, 
31, 32, 33, 34, 37, 38, 39 

Sung 25 
1,3,5,8,9,10,12,13,14,15,17,
20,21,22,25,26,27,28,29,32,

33,36,38,39,41 

Ambwani 41 All 

KDDCup’99
Winner 41 All 

Table 4. The features used in each examined method. 
 

Method 
Used 

TN 
(%) 

TP 
(%) 

Test data 
Accuracy

(%) 
Our 

7 features 99.65 90.31 92.13 

Our 
8 features 99.64 90.31 92.13 

Our 
9 features 99.54 90.48 92.25 

Our 
12 features 99.59 90.60 92.35 

Our 
20 features 99.54 90.74 92.45 

Our 
28 features 99.54 90.89 92.58 

Ohn 
31 features 99.55 90.92 92.60 

Sung 
25 features 99.52 90.82 92.51 

Ambwani 
41 features 99.57 90.74 92.46 

KDDCup’99
Winner 99.45 91.81 93.29 

 
Table 5. The performance for each examined method. 

1 Duration 22 Is_guest_login 
2 Protocol_type 23 Count 
3 Service 24 Srv_count 
4 Flag 25 Serror_rate 
5 Src_bytes 26 Srv_serror_rate 
6 Dst_bytes 27 Rerror_rate 
7 Land 28 Srv_rerrot_rate 
8 Wrong_flagment 29 Same_srv_rate 
9 Urgent 30 Diff_srv_rate 
10 Hot 31 Srv_diff_host_rate 
11 Num_failed_logins 32 Dst_host_count 
12 Logged_in 33 Dst_host_srv_count 
13 Num_compromised 34 Dst_host_same_srv_rate
14 Root_shell 35 Dst_host_diff_srv_rate 
15 Su_attempted 36 Dst_host_same_src_port

_rate 
16 Num_root 37 Dst_host_srv_diff_host_

rate 
17 Num_file_creations 38 Dst_host_serror_rate 
18 Num_shells 39 Dst_host_srv_serror_rat

e 
19 Num_access_files 40 Dst_host_rerror_rate 
20 Num_outbound_cmds 41 Dst_host_srv_rerror_rate
21 Is_host_login   
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Method 
Used 

TN 
(%) 

TP 
(%) 

Full data 
Accuracy

(%) 
Our 

7 features 99.67 99.49 99.52 

Our 
8 features 99.65 99.50 99.53 

Our 
9 features 99.74 99.73 99.73 

Our 
12 features 99.78 99.93 99.90 

Our 
20 features 99.78 99.97 99.93 

Our 
28 features 99.81 99.98 99.94 

41 features 99.81 99.98 99.94 

 
Table 6. The performance for each examined method. 
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