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ABSTRACT 
This paper focuses on solving asymmetrical 

deformation problem of retrieving, and introduces a 
contour-based shape descriptor for retrieving both 
simple and complex shaped-images. In this method, we 
use the morphological operation to extract the 
boundary points from binary shape images. Then, the 
extracted points are partitioned into three groups 
according to Principal Component Analysis. We 
compute the statistics properties of the distribution 
information for each group. This method is rotation, 
scaling and translation invariant. Experimental results 
show that the proposed method is robust and efficient. 
In addition, this method can effectively overcome the 
limitation of contour-based shape descriptors. 
 
1: INTRODUCTION 
 

In recent years, there is increasing interest in 
multimedia content description for content-based image 
retrieval [1-12]. The multimedia standard MPEG-7 is 
developed to address this problem. In MPEG-7, six 
criteria have been specified for an ideal shape descriptor, 
which includes good retrieval accuracy, small memory, 
compact features, general applications, small 
computational cost and hierarchical coarse-to-fine 
structure. Various shape descriptors have been 
developed in literatures; we can broadly categorize them 
into two types: contour-based [12-16] and region-based 
shape descriptors [1, 3, 7-10]. 

Contour-based shape descriptors extract the 
boundary information, but they don’t preserve the 
information of interior contents of objects. For example, 
Fourier descriptor, wavelet descriptor, curvature scale 
space (CSS) [12] are typical contour-based shape 
descriptors. Contour-based shape descriptors cannot deal 
with disjoint shapes; therefore, its applications are 
usually limited to describe single closed-contours. On the 
contrary, region-based shape descriptors collect all the 
pixels within a shape region instead of boundary 
information only. They can capture the interior contents 
of shapes. This type of descriptors can describe 
non-connected and complex shapes. As a result, the 
region-based shape descriptors are more popular than the 
contour-based shape descriptors at the present time. 

There are several desirable advantages on 
contour-based method such as small memory, compact 
features, low computational cost and compatible with 

human perception. In this paper, we aim to overcome 
the limitation of conventional contour-based method. 

In this work, we use the morphological operations to 
extract the boundaries from shape images. In principle, 
the extracted boundaries are very similar to human 
perception because it is incorporated important features 
by one or several contours. When the boundary points 
have been extracted, the shape features could be 
determined. To preserve scaling invariant, we compute 
the distance between each boundary point to centroid of 
image region, and then normalize the distances. After 
this procedure, we propose a layer-partition concept 
which divides the boundary points into several groups 
based on their distances. The details are presented in the 
following section. It will be shown that this method not 
only overcomes the limitation of conventional 
contour-based method but also achieves higher retrieval 
accuracy than that of conventional region- or 
contour-based methods. 

In this paper we first present a brief overview of the 
proposed method. In Section 2, we explain the rationale 
for using visual features and details how they are 
computed. Results are presented in Section 3, followed 
by discussion. Conclusions are presented in Section 4. 
 
2: THE PROPOSED METHOD 
 
The proposed method has three main steps. 
1. Pre-processing: 

Erosion operation is applied as basic operators for 
extracting boundary shapes. 

2. Coordinate system transformation and layer 
division: 
The extracted boundaries are transformed into polar 
coordinate system, where the original point is shifted 
to the center of mass of the region. The image plane 
is partitioned into several ring typed layers (regions) 
which with the same center of ellipse. Then, the 
shape is partitioned into several groups according to 
which layer the points located. 

3. Feature extraction: 
The distances, angles and number of shape pixels are 
extracted as features from each layer for retrieval. 

The details of the proposed method are explained in the 
following subsections. 
 
2.1: Boundary extraction 
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Humans are sensitive to shape boundaries. To obtain 
the boundaries, the operations of erosion and dilation 
are employed. An example for a binary image is shown 
in Fig. 1, where intensity of a pixel is 0 (white block) or 
1 (dark block). Initial extraction is achieved by a 3×3 
mask, and erosion is defined as 
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where ),( yxp  is the eroded image, and {}AND  
implies the logical AND. We assume BA ⊇ , where A  
is the data set of the original image pixels, and B  is the 
eroded result of A . See Fig. 1. The image shape can be 
obtained by the operation of relative complement of B  
in A , i.e., },{ BpAppBA ∉∈=−=Ω , where Ω  
is the set of image boundary. The result of an eroded 
image is shown in Fig. 1(c). For the operation of dilation, 
it is defined as 
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where ),( yxp  is the dilated image, and {}OR  implies 
the logical OR operation. Assume that BA ⊆ , where 
A  is the data set of the original image pixels and B  is 

the dilated result of A . Similarly, the shape is obtained 
by the operation of relative complement of A  in B , 
i.e., },{ ApBppAB ∉∈=−=Ω  , where Ω  is the 
set of image boundaries. A dilated example is shown in 
Fig. 2. 

(a) (b) (c) 
Fig. 1. (a) Original binary image (0 : white block, 
1 : dark block), (b) The eroded image, (c) The 
boundary image. 
 

(a) (b) (c) 
Fig. 2. (a) Original binary image (0 : white block, 
1 : dark block). (b) The dilated image, (c) The 
boundary image. 
 
2.2: Coordinate system transformation and 
layer partition 

 
2.2.1: Coordinate system transformation. After shapes 
have been extracted, we transform the data set Ω  to 
polar coordinate system. The center of mass of each 
shape is given by 
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where n  is the number of total region points  of an 
image. 

We shift the origin to ),( cc yx  as new coordinate 
system. Then, each boundary point is transformed form 
Cartesian coordinate system to polar coordinate system. 
For each point, we have 
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where ir  and iθ  represent the norm and angle, 
respectively. Then, the data set Ω  is consisted of 
boundary points represented using polar coordinate 
system, i.e., 

)},(),......,,(),,({ 222111 nnn rprprp θθθ=Ω . (6)
It is expected that the image boundaries are 

represented as function of normalized distance and angle 
so that preserve rotation and translation invariance. 
 
2.2.2: Layer partition. It has been mentioned that the 
shape is partitioned into several groups according to 
which layer the points located for extracting boundary 
features. However, the boundary points of asymmetrical 
deformation images may not uniformly distributed in 
each layer, which will lead to some layers not having 
enough samples to gather feature information. As an 
example, an original image and its deformed image are 
shown in Fig. 3(a) and Fig. 3(c), respectively. Note that 
the deformed image has higher aspect ratio. Fig. 4 
illustrates the portioned layers by using concentric rings. 
It can be observed that the two distributions of the 
extracted boundary points for each layer are quite 
different. For example, the middle ring of the original 
image and its deformed image are shown in Fig. 4(b) 
and Fig. 4(e), respectively. Obviously, they are not 
similar at all because their numbers of boundary points 
are not different. This leads to violate the human 
perceptual judgment, and then causes large distance 
value between the two shapes. Therefore, we can 
conclude that it is not appropriate to partition high 
aspect-ratio shapes by concentric circles. 

 
(a) (b) (c) (d) 

Fig. 3. (a) Original image. (b) Extracted the 
contour of (a) and layer partition by concentric 
circles. (c) Asymmetrical deformation image of 
(a). (d) Extracted the contour of (c) and layer 
partition by concentric circles. 
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(a) (b) (c) 

  
(d) (e) (f) 

Fig. 4. (a)(b)(c) are the partitioned layers of Fig. 
3(b). (d)(e)(f) are the partitioned layers of Fig. 
3(d). 
 

To overcome this problem, we propose principal 
component analysis [9] to modify the layer-partition 
process [17]. First, let T][ iii yxl =  be the location of a 
pixel i  and N  be the total number of pixels belonging 
to the image region. The mean position vector, Lm , is 
defined as 
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and the covariance matrix, LC , is defined as 
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Then, eigenvectors je  and its corresponding 
eigenvalues jλ  for 2,1=j  can be obtained by solving 

jjjL eeC λ= . The two solved eigenvectors imply the 
directions of boundary-point distribution, That is, 
boundary points mainly distribute along the larger 
eigenvector direction, and secondarily along the smaller 
eigenvector direction. Based on this fact, we partition the 
image plane into L  ellipse-ring layers. Then the 
members of the data set Ω  are partitioned to L  groups. 
We define the partitioned groups as 
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Notation bθ  is the angle of the bigger eigenvector. 
In Eq.(10), lR  is the pixel data set of layer l , and n  is 
the total number in layer l . Fig. 5 is an example for an 
image boundaries divided into three ellipse layers. The 

advantage of this structural design is that the weighting 
of each region is able to be tuned for different 
applications; furthermore, it captures interior 
information of target images. An example is shown in 
Fig. 6. By using ellipse layers, the second ring of the 
original image and its deformed image, shown in Fig. 
6(b) and Fig. 6(e), are similar. It will be shown that this 
improves retrieval performance. 

 
(a) (b) (c) (d) 

Fig. 5. (a) Original image. (b) Extracted the 
contour of (a) and layer partition by principal 
component analysis. (c) Asymmetrical 
deformation image of (a). (d) Extracted the 
contour of (c) and layer partition by principal 
component analysis. 
 

 
(a) 3R  (b) 2R  (c) 1R  

 
(d) 3R  (e) 2R  (f) 1R  

Fig. 6. (a)(b)(c) are the partitioned layers of Fig. 
5(b). (d)(e)(f) are the partitioned layers of Fig. 
5(d). 
 
2.3: Shape descriptor 
 

In order to describe the extracted shape, we select 
distances, angles and pixel number from each layer as 
the features for shape descriptor. The details of feature 
extraction are described as follows. 

 
2.3.1: Distance. For extracting the distance, the 
distances of partitioned set pΩ  in Eq.(9) have to be 
normalized. The purpose of this normalization step is to 
preserve scaling invariance. The normalized distance 
histogram d

lh  for each layer is calculated by 

1 2
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d
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R
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H
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where N  is the bin number of distance histogram; 
1 2

 1*[ , ,... ]d N
l l l l N=H H H H  is distance histogram, and 

lRN  
is the pixel number in layer l . An example of this 
feature is presented in Fig. 7. In this paper, we use three 
layers and four bins, i.e., 3=L  and 4=N . 
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(b)Layer 1 (c)Layer 2 (d)Layer 3 

Fig. 7. An example of the 4-bins distances 
histogram. (a) The 3-layered shape image. (b) 
The histogram of the first layer ( 1R ). (c) The 
histogram of second layer ( 2R ). (d) The 
histogram of third layer ( 3R ). 
 
2.3.2: Distance. Consider a shape on layer l . Contour 
angle il ,αΔ  is defined as a range (in radian) that has a 
continuous shape; and non-contour angle jl ,βΔ  is 
defined as a range that has no continuous shape. A 
three-layer example is demonstrated in Fig. 8. In the 
following, we define two features to describe the 
relationship between shape and angle. The first one is the 
total contour angle that is defined as 
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where k  and h  are numbers of contour and 
non-contour angle in layer l , respectively. 

The second one is the deviation of non-contour angle, 
and it is defined as 

2
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j
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where lβ  is the average of non-contour angles in layer 
l . 

(a) (b) 
Fig. 8. An example for extracting the angle 
features. (a) An extracted shape. (b) The angle 
differences in the third layer ( 3R ). 
 
2.3.3: Pixel number. Using statistic information to 
capture the spatial distribution of a shape, the pixel 

number of the shape in each layer is computed. We 
denote 

lRN : pixel number in l  layer, 

p
NΩ : total pixel number of a shape. 
Then, the percentage value is defined as the ratio of  

lRN  to 
p

NΩ  in l  layer, and written as 
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Obviously, this ratio is invariant to translation, rotation 
and scaling. 
 
2.3.4: Shape descriptor. After the four features have 
been extracted, we define the shape descriptor as 
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where 
[ , , , ]d T

l l l l lh p e q=F . (19)
Notation lF  is the shape descriptor for l  layer. The 

features d
lh , le , lq and lp  are defined in (14), (15), 

(16) and (17), respectively. 
 
3: EXPERIMENTAL RESULTS 
 

To demonstrate the performance of proposed method, 
a set of core experiment images provided by MPEG-7 
region shape database are conducted. The set A4 of 
MPEG-7 core experiment images are collected for test of 
shape descriptor invariance to perspective transform, 
which consists of 3101 shapes, where 330 shapes in Set 
A4 have been classified into 30 groups (11 similar 
shapes in each group). In this experiment, all of the 330 
shapes from the 30 groups are used as queries to test the 
retrieval accuracy. As an example, some sampling 
images in Set A4 are shown in Fig. 9. 

In order to evaluate the retrieval performance, the 
proposed descriptor is compared with the ART (Angular 
Radial Transform) [7] and the Layered Shape Descriptor 
(LS) [17] which partitions an image plane into several 
concentric circles. To make a comparison on the retrieval 
performance, both average retrieval rate (ARR) [18] and 
average normalized modified retrieval rank (ANMRR) 
are applied. An ideal performance will consist of ARR 
values equal to 1 for all values of recall. A high ARR 
value represents a good performance for retrieval rate, 
and a low ANMRR value indicates a good performance 
for retrieval rank. 
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Fig. 9. Some examples in Set A4. 
 
To test the retrieval performance for Set A4, ART, 

LS and proposed method have been computed. Results 
of retrieval performance for different descriptors are 
shown in Fig. 10 and Fig. 11, also listed in Table. 1. It 
appears from these facts that the proposed method 
achieves the best performance measured by ARR and 
ANMRR. 

Evaluation 
Feature ARR ANMRR 

ART 38.70 % 0.5958 
LS 30.36 % 0.6484 

Proposed method 72.37 % 0.2927 
Table. 1. The retrieval performance for Set A4. 
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Fig. 10. The ARR measurement of the proposed, 
ART and LS method. 
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Fig. 11. The ANMRR measurement of the 
proposed, ART and LS method. 

 
To test the retrieval effectiveness of asymmetrical 

deformation for single closed contour shapes, we 
generate a new dataset by using perspective transform. 
The new dataset consists of 770 shapes from MPEG-7 
CE2, and be classified into 70 groups (11 similar shapes 
in each group). Fig. 12 shows some sample images of 
the new dataset. Fig. 13 and Fig. 14 show the results of 
retrieval performance of this set for different descriptors 
including CSS (Curvature Scale Space), ART, LS and 
proposed method. See Table 2 also. The average ARR 
value is 69.86%, and average ANMRR value is 0.34. 
The results demonstrate that the performance of the 
proposed method is better than the others. 

 

Fig. 12. Some examples in new dataset. 
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Evaluation 

Feature ARR ANMRR 

CSS 61.31 % 0.4526 
ART 39.84 % 0.5517 
LS 64.40 % 0.3504 

Proposed method 69.86 % 0.3368 
Table. 2. The result of new dataset retrieval 
performance. 
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Fig. 13. The ARR measurement of the proposed 
method, CSS, ART and LS 
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Fig. 14. The ANMRR measurement of the 
proposed method, CSS, ART and LS 
 

Finally, it is worth to mention that the proposed 
method is a contour-based descriptor; it not only 
provides invariant properties but also can deal with 
complex shapes for shaped-image retrieval. 

 
4: CONCLUSIONS 
 

In this paper, an efficient contour-based descriptor 
has been presented for asymmetrical deformation 
shaped-image retrieval. The proposed feature descriptor 
is efficient in capturing image structure; in addition, it 
overcomes the limitation of conventional contour-based 
shape descriptors. The experimental results show that the 
proposed method, using proper visual features, produces 
the best results for test of shape descriptor invariance to 
perspective transform. 
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