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Abstract 
A threshold level set method with adaptive 

parameters applied on automatic segmentation of brain 
MRI image is presented in this paper. Threshold level 
set method is one kind of the active contour models 
applied on the image segmentation. There are two 
parameters of threshold level set for adjusting threshold 
purposes. These two thresholds adjust the speed 
function for controlling the stop position of the contours. 
The optimal parameters are automatically decided by 
using the adaptive parameter selection algorithm. The 
contours of brain white matter are segmented with MRI 
images by both the developed method and manual 
operation. By experiment results, it is demonstrated that 
the proposed method is effective and efficient than 
manual selection of parameters. 
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1 Introduction 

Segmentation is a technology to extract the interested 
features form images and it is a necessary operation on 
medical image to find shapes of tissues. The tissues of 
human body mostly are deformable and it’s suitable to 
using deformable models analysis the structure of tissue. 
The deformable models describe the deformation of 
elastic structures under external loads and constraints. 
Since 1986, Terzopoulos apply deformable models on 
image matching computer vision and computer graphics 
[1-5]. Segmentation method can be classified by 
obtaining regions of pixels or contour pixels of objects. 
The Active Contour Model (ACM) belongs to the later.  
It first is proposed by Kass, Witkin and Terzopoulos [1] 
in 1988 and is popularly known as” Snake”. It can 
capture the contour of objects in image [5] and is wieldy 
used and discussed. They are sometimes called as the 
classical active contour models [1]. The GVF active 
contour model [10] modified the image force to conquer 
the drawbacks of classical active contour models. This is 

the most concepts of active contour models with an 
edge-detector is used, depending on the gradient of the 
image, to stop the evolving curve on the boundary of the 
desired object. Some related works ([19], [20], and [22]) 
discuss the successes and problems with implementation 
active contours on segmentation. Energy method 
combined with variation calculus, Minimum potential 
principle and Hamiltonian theory are well applied on 
Elasticity and Dynamical Structure Analysis. The Active 
Contour Model introduces the same variation framework 
to solve segmentation problem. Minimum potential 
principle or Hamiltonian theory combined with the 
variation calculus technique is to minimization a 
functional to obtain the governing equations called as 
Euler-Lagrange equations. These solutions of these 
equations are desired curves. There are two kinds of 
functional, Mumford–Shah functional and Functional 
used by Kass-Witkin-Terzopoulos model, famous. 
Active contours described by Euler-Lagrange equations 
can be classified as two kinds of curves according to their 
mathematic descriptions. One is parametric curves and 
the other is geometric curves. Parametric active contours 
are explicitly represented as parameterized curves. They 
are called as classical ACM or Snake. But the classical 
active contour models can’t solve the image separately. 
Since Geometric active contour models is proposed by 
Sethian [8] in 1988. It analysis method evolutes the 
higher dimensional function instead of directly 
computing curves. It is named as Level Set method as the 
solutions composed of group of zero level curves set. 
Threshold Level set [23] is a segmentation technique 
using level set formulation and it does not use the 
gradient of the image for the stopping process [15]. Its 
stopping term is involving the speed of the pixel at image. 
In this paper we only use the geometrical ACM, 
Threshold Level Set, for segmentation. Threshold Level 
Set has two parameters to be decided. Manual selection 
of these parameters is time consuming and the values of 
parameters may not optimal. The paper presents how to 
automatically find parameters of Threshold Level Set. 
We develop a new algorithm using Otsu method to find 
optimal parameters for Threshold Level Set. Comparing 
with experimental results by the developed method and 
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manual operation, it is demonstrated that the proposed 
method is effective and efficient than manual selection of 
parameters. The experimental results demonstrate the 
effectiveness of our viewpoint. This proposed algorithm 
increases the efficiency for Threshold Level Set because 
of automatic optimal parameter selection.  

2 Threshold Level Set Method 

The Level Set formulation is based on the 
observation due to Osher and Sethian. A curve 

)(tΓ can be seen as the zero-level of a function in 
higher dimension ),( txφ . The evolving 
function ),( txφ which contains the embedded motion of 

)(tΓ as the level-set }{ 0=φ and the evolving 
function φ is always zero on the propagating hyper 
surface. Fig .1 shows the outward propagation of an 
initial curve and the accompany motion of the level set 
functionφ . 

2.1 Level Set Method 

In this section, we describe the main idea of the Level 
Set Methods. The evolving function ),( txφ  is 
subjected to the evolution equation as follows: 

vn
t
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2.2 Threshold Level Set Method 

The Threshold level set model [23], let vnF ⋅= , 
F can be design as follow: 
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and the level set equation can be expressed as follow: 
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where D is a data term that forces the model toward 

desirable features in the input data, the term
|| φ

φ
∇
∇

⋅∇  

is the mean curvature of the surface, which forces the 

surface to have less area (and remain smooth), 
and [ ]1,0∈α is a free parameter that controls the 
degree of smoothness in the solution. The speed 
function at any one point is based solely on the input 
intensity 0u  at that point: 

||)( 00 TuuD −−= ε  (4)

Where 0u  is the image intensity and the speed 

function is )( 0uD  as shown in Fig. 2.; ε−T  denots 

LowerThreshold, ε+T  denots UpperThreshold. The 
values of speed function are always zero when the 
intensity of image equals to ε−T  or ε+T . The stop 
location of active contours is controlled by adjusting 
values of LowerThreshold and UpperThreshold. The 
UpperThreshold parameter can make the curve capture 
the boundary of cerebrospinal fluid and white matter. 
The LowerThreshold parameter can make the curve 
capture the boundary of the gray matter and white 
matter. 

3 The Adaptive Parameter Selection 
Algorithm 

For MRI image segmentations, Otsu method is used 
in the adaptive parameter selection algorithm to obtain 
the parameters of level set to capture the contours of 
white matter. The adaptive threshold algorithm is 
described as follows: 
 
1. Set n=3; 
2. While (n>0)  

N=the threshold is calculated by Otsu method; 
Switch n 
Case 1: 
                 LowerThreshold=N; 
                 n=n-1; 
Case 2: 
If (intensity of image > N) then set intensity to 
zeros; 
Creation of modified histogram; 
                 n=n-1; 
                 UpperThreshold=N; 
Case 3: 
If (intensity of image < N) then set intensity to 
zeros; 
Creation of modified histogram; 
                 n=n-1; 
End switch; 

   End while; 
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4 Experiment Results 

National Library of Medicine Insight Segmentation 
and Registration Toolkit (ITK)[24] is an open-source 
software system to support the Visible Human Project. 
The Threshold Segmentation LevelSet program Module 
in ITK is used for the experiments. Otsu method is 
embedded in the adaptive algorithm to calculate optimal 
values of threshold parameters. The brain MRI image is 
shown in Fig. 3(a) and the image is smoothed shown in 
(b) and its histogram as shown in Fig. 4(a). We use the 
example to explain the adaptive parameter selection 
Algorithm. By using Otsu method and the smoothed 
image Fig. 3(b), we get the threshold T1. The modified 
histogram Fig. 4(b) is obtained by setting the gray level 
equal to zero those value are less than T1. By using 
Otsu method and the modified histogram Fig. 4(b), we 
get the threshold T2. The modified histogram Fig. 4(c) 
is obtained by setting the gray level equal to zero those 
value are larger than T2. By using Otsu method and the 
modified histogram Fig. 4(c), we get the threshold T3. 
The values of LowerThreshold and UpperThreshold are 
set T3 and T2. It is very consuming time to obtain 
manually the values of parameters. The optimal 
parameters, LowerThreshold=145 and 
UpperThreshold=182, was obtained by our algorithm. It 
is also important to evaluate the influence ofα. Fig. 5 
shows segmentation result with (a)α=0.2, (b)α=0.5 
and (c) α=0.8 and the value of optimal parameters. As
α  is increased, the weight value (1- α ) of the 
Curvature term is decreased. The cave boundary of the 
contour of brain white matter is large and it is easy to be 
captured by less value of α. 

5 Conclusions and Feature Work 

The adaptive parameter selection algorithm using 
Otsu method for automatic selection of the 
LowerThreshold and UpperThreshold of Threshold 
Level Set is presented. The UpperThreshold parameter 
can make the curve capture the boundary of 
cerebrospinal fluid and white matter. The 
LowerThreshold parameter can make the curve capture 
the boundary of the gray matter and white matter. 
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        (a)                            (b) 

Fig. 1. The level set (a) evolution function and (b) the curve 
obtained with zero level of the level set function. 

 
 
 
 

 
Fig. 2. The speed function )( 0uD is a function of 

intensity 0u . 
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(b) 

Fig. 3. The (a) original image and (b) smoothed image. 
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Fig. 4. (a) is the histogram of the smoothed image and (b) (c) 
are the modified histograms. 
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Fig. 5. The contours are obtained with various α value (a) 
α=0.2 (b) α=0.5 and (c) α=0.8 
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